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0. Introduction
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Driving force of minimalism: 

· No mechanism should be introduced into the theory unless it is proved to be absolutely necessary. Any mechanism introduced into the theory should be instantly gotten rid of once proven to be superfluous. 

Dependencies (movement, Case, theta, agreement): All encoded in CHL
How to encode anaphoric dependencies? 

What is there to encode? 

(1) 
The old baron was crossing the bridge at dusk with a ramshackle carriage. The driver was visibly tired. Suddenly, the carriage tipped over and the man fell into the swamp. When he had pulled him/himself out there came no end to his tall tales.

What are the options for the old baron, the driver, the man, he and himself?  

To a large extent the assignment of values to nominal expressions is not determined by the grammar (not structurally encoded), but by world knowledge and intentions.But: There are restrictions. 

Differences in computing interpretive dependencies: 

Discourse: coreference (assigning identical values)

(2 
- John has a gun. Will he shoot?

     
- No one has a gun. *Will he shoot?

Semantics("logical syntax"): variable binding 

(3)
- John was convinced that Mary would welcome him
- No one was convinced that Mary would welcome him


- Every boy was afraid that Mary would leave right after she had seen him
Syntactic: locality conditions on binding

(4)
- Mary expected John to hate himself


- *John expected Mary to hate himself


- *John expected him to hate Mary
Coreference and binding

 Elements like: E him, himself; Du hem, zich, zichzelf, Ru on, seb'a, etc.

· May or must depend for their interpretation on another element in the sentence

This process is important to study: 

· Pronominal elements have minimal lexical content

· Computations optimally reflect formal properties of the linguistic system
Typology of nominal expressions:

· R-expressions: have lexical content (the old baron, the driver, the carriage, no one, everyone, which man) ( cannot depend on another expression

· Pronominals: only consist of grammatical features (person, number gender – phi-features: he, I us, she, they, ….) ( may depend on another expression

· Anaphors: Referentially deficient/cannot be used deictically (himself, zich, sig, seb'a, etc.) ( must (but see later!) depend on another expression 

What governs their distribution?

First approximation: Canonical binding theory:

(5)
a  binds b iff a and  b are co-indexed and a c-commands b 

i. a c-commands b if and only if a does not contain b  and the first branching (or maximal) projection do​minating a also dominates b;


a [ ….b….]

ii. a and b can be coindexed only if a and b are non-dis​tinct in features for person, number and gender 

Question: What does coindexing mean? 

(6)
Binding Conditions

(A) An anaphor is bound in its governing category

(B) A pronominal is free in its governing category

(C) An R-expression is free

Governing category: 

(7)
( is a governing category for ( if and only if ( is the minimal category containing (, a governor of (, and a SUBJECT accessible to (
The SUBJECT of a category is its most prominent no​minal element (including the agreement features in finite clauses). 

Binding in (8) is indicated by italics; [GC-(  stands for the governing category of (.

(8)
a.
John expected [GC-himself/him the queen to invite him/*himself for a drink]

b.
[GC-himself/him John expected [IP himself /*him to be able to invite the queen]]

C-command is a necessary requirement for an antecedent  to bind its antecedee, as illustrated by the ungrammaticality of  (9a). What about (9b)? 

(9)
a. *Johni’s mother loves himselfi. 

b. Johni’s mother loves himi

c. *Hei noticed that Johni tripped over a stone


d. Hisi colleague noticed that Johni tripped over a stone


e. Johni noticed that hei tripped over a stone


f.  Johni noticed that Johni tripped over a stone

NB. Two expressions can have the same value without the one binding the other!

Hierarchical structure (c-command):

[Binder [X … dependent element ….]]


1. *[Johni’s mother] [X loves himselfi ] (anaphor)


2.   [Johni’s mother]j [X loves herselfj ] (anaphor)


3. [Johni’s mother] [X loves himi ] (pronoun)

Interpretation of pronouns: variables at the interface

( Definition of binding (Reinhart 2000):

(10)
Logical syntax binding: Binding is the procedure of closing a property


A-binding 


α A-binds β iff α is the sister of a λ-predicate whose operator binds β
A lambda operator (λ) is used in the formal notation of representing a property. 

· λx (green(x)) represents that green denotes a property.
·  λx (John fed x's cat) reflects that an expression with one open position is created from a sentence such as John fed Bill's cat 
Binding versus coreference: sloppy and strict identity

(11)
a. John loves his mother and Bill does too

b. John loves a’s mother and Bill loves a’s mother & a= John

c. John  (x (x  loves x’s mother) & Bill (x (x  loves x’s mother)

(11)'
a. Only Lucie respects her husband 


         
b.
Only Lucie (λx (x respects y’s husband)) (y could be valued as any female




individual)

c. Only Lucie (λx (x respects x’s husband)

Important issues for discussion:

A. Division of labour between subsystems (
Reinhart (1983), Grodzinsky & Reinhart (1993)

Question: Why doesn't the coreference option obviate condition B in the relevant cases? 

Acquisition evidence: 

Binding versus coreference
(12)
Every bear touches himself/*him

Children know from early on that himself in 1 cannot refer to another individual, and that him cannot be locally bound

(13)
*Mama bear touches her

But: Children find (13) acceptable. Why? 

Local coreference is sometimes allowed by adults:

(14)
I know what Ann and Bill have in common. She admires him and he admires him too.

Coreference differs from variable binding (
Reinhart (1983), Grodzinsky & Reinhart (1993): 
· Variable binding is structurally encoded (coindexing and c-command)
· Coreference between unbound pronominal and antecedent is not structurally encoded.

B


(13)'
Mama bear touches her 

(13)"
Mama bear touches her

Rule I: Intrasentential Coreference (Reinhart 1983, Grodzinsky and Reinhart 1993). 
NP A cannot corefer (be covalued) with NP B if replacing A with C, C a variable A-bound by B, yields an indistinguishable interpretation

Division of labour between logical syntax and discourse
“Traffic rule”  Very informally: “The binding route is preferred, but you may avoid it if there is a reason”

Involves comparison between derivations: depends on the availability of processing resources

Explains:

Delayed Condition B effect in acquisition: Comparison requires more processing resources than children have ( they start guessing (50% correct) ( other subjects with limited processing resources should show the same effect.

· Borne out with agrammatic patients 
B. Predicates and Chains (Reinhart and Reuland (1991, 1993), Reuland (2001, 2005))

Exempt anaphors in English:                                                                                           

(16)
a.
Max1said [that the queen invited [himself*1] for tea] 
b.
Max1 said [ that the queen invited [Lucie and himself1/him1] for tea]


c.
It angered him1 that she...tried to attract a man like himself1.


d.
*It angered him1 that she tried to attract himself1.


e.
Clara1 found time to check that apart from herself1 there was a man from the BBC.

Role of predicates must be taken into account: 

(17)
a. John washed = John washed himself


b. John hated =/= John hated himself

Dutch and many other languages: simplex and complex reflexives 

Dutch

(18)
a.
George schaamt zich/*hem/*zichzelf
George shames SE/him/himself

b.
George bewondert zichzelf/*zich//*hem
George admires himself/him/SE 

c.
George praat over zichzelf/*zich/*hem
George talks about himself/SE/him

d.
George wast zich/zichzelf/*hem
George washes SE/himself/him



e.
Klaas duwde de kar voor zich/hem/*zichzelf uit 

Klaas pushed the car out before SE/him/himself

(19)
a.
Oscar voelde [zich/*hem wegglijden]




Oscar felt [SE/him slip away]



b.
Oscar overreedde zichzelf/*zich [PRO te zingen]




Oscar convinced himself/SE [PRO to sing]

(20)
a.
Jan hoorde 
*[zich zich critiseren]




Jan heard
   SE SE criticize



b.


[ zich zichzelf critiseren]



c.


[zichzelf zich critiseren]



d.


[zichzelf zichzelf critiseren]



e.


*[zichzelf hem critiseren]

Frisian:

(21)
a.
George skammet him/*himsels
George shames him/himself

b.
George bewûnderet himsels/*him
George admires himself/him 

c.
George pratet oer himsels/*him

George talks about himself/him

d.
George wasket himsels/him
George washes himself/him

(22)
a.
Klaas triuwde de karre foar him/*himsels út

Klaas pushed the car before him/himself out



b.
Jan fielde [him fuortglieden]




Jan felt [SE/him slip away]

Binding conditions in Reinhart and Reuland (1993) 

Typology of anaphoric expressions

(i)





SELF

SE
 PRONOUN


Reflexivizing function:

+

-
 -


R(eferential independence:)

-

-
 +

 (ii)
Definitions:

a.
The syntactic predicate formed of (a head) P is P, all its syntac​tic argu​ments and an external argument of P (subject)

The syntactic arguments of P are the projections as​signed Θ-role or Case by P

b.
The semantic predicate formed of P is P and all its arguments at the relevant semantic level

c.
A predicate is reflexive iff two of its arguments are co-indexed

d.
A predicate (of P) is reflexive-marked iff either i) P is lexical​ly reflexive or ii) one of P's arguments is a SELF-anaphor

(iii)
Binding conditions:

A:
A reflexive-marked syntactic predicate is reflexive

B:
A reflexive semantic predicate is reflexive-marked

(iv)
Generalized Chain definition
C=(α1,..., αn) is a chain iff C is the maximal sequence such that 

i)
there is an index i such that for all j, 1<j<n, αj carries that index, and 

ii)
for all j, 1<j<n, αj governs αj+1 

(v) 
Condition on A-chains (condition on well-formedness)

A maximal A-chain (α1,..., αn) contains exactly one link - α1 - which is completely specified for grammatical features

Icelandic: 3 "domains" 

 logophoric sig
(23)
[NP Skodun Jónsi] er [aδ sigi (acc.) vanti(subj.) hæfileika] 
     

  "Opinion John's is that SIG   lacks    talents"  

  "John's opinion is that SIG lacks talents"   

(cf. Maling, 1984:222)\

Non-satisfaction of discourse requirements

(24)
*[NP Skoδun Jónsi] fær mig til aδ halda [aδ sigi (acc.) vanti(subj.) hæfileika] 

 "Opinion John's leads me to to believe that SIG lacks   talents"

"John's opinion leads me to believe that SIG lacks talents"

Infinitive instead of subjunctive

(25)     *[NP Skoδun Jónsi]j virδist [tj vera(inf.) hættuleg fyrir sigi]

"Opinion John's seems    be   dangerous for SIG"





"John's opinion seems to be dangerous for SIG"\

Antecedent/non-perspective holder

(26) 
a. 
Jóni sagδi [Maríuj hafa(inf.) látiδ [mig pvo(inf.) séri,j]]


"John said Mary   have   made  me wash  SIG"


"John said Mary to have made me wash SIG"


b.
Jóni sagδi [petta vandamálj hafa(inf.) neytt okkurk til [aδ PROk leysa(inf.)sigj]]


"John said  this  problem   have   forced  us   to  to       solve SIG"


"John said this problem to have forced us to solve SIG"

Local

(27)
Jónj veit [ađPéturi rakarindicative sigi,*j,*k á hverjum degi]


"John knows that Peter shaves SIG    every  day"
Discourse effects in English exempt anaphors 

(28)
a. Johni was going to get even with Mary. That picture of himselfi in the paper would
really
annoy her, as would the other stunts he had planned

       
b. *Mary was quite taken aback by the publicity Johni was receiving. That picture of


himselfi in the paper had really annoyed her, and there was not much she could do


about it (Pollard & Sag 1992)

Required: Precise theories of how interpretive dependencies are implemented in the language system. What is governed by grammar, what is governed by interpretation procedure, and what is governed by language use?

Preliminary result: There is no absolute requirement that anaphors must be bound in order to be interpreted.

C. Foundational questions


I. Why does natural language have a contrast between pronomi​nals and anaphors, and a further contrast between simplex and complex anap​hors? 

II. How can the mix of con​figurational (c-command, locality) and interpretive conditions (indexing/variable binding) on the interpretation of these elements be understood? 

III. Why do conditions A and B hold? 

What is wrong with "brute force reflexivization" as in (15)? 

Why is the case that always something must happen to license reflexive predicates (stipulating =/= explaining):

(15)
 DP 
V 
 pro

|

|


(Schladt 2000): Survey of 147 languages

Actor verb






body/head/skin/bone/face

89

spirit/soul/self/person


31

reflection



 3

return/changed verb


 4

preposition



 5

emphatic pronoun


 11

pronoun



 4

1. Starting point: Precise conception of grammar

( What type of dependencies can be encoded within Narrow syntax?
Preliminary question: basis for encoding
a. computational system proper

b. lexicon







c.  interpretive system

d.  systems of use

Narrow syntax (CHL, Chomsky (1995)

i) manipulates morphological objects (lexical items and features) by merge and move/attract

ii) depen​dencies represented by Move/attract and checking relations trig​gered by properties of features and subject to economy

iii) creates objects obeying full interpretation 

Specifically: indices are not morphological objects and cannot be manipulated by the computational system

Hence: binding conditions cannot be entirely stated within narrow syntax

Option: they are stated as part of the interpretation procedure (at the C-I interface, Chomsky (1995)).

Question: What aspects of binding theory can be naturally accommodated in a compositional interpre​tation procedure?

(29)
a.
Referential dependence can be naturally expressed

b.
Semantic differences between anaphors can in principle be expressed

Locality requirements should not be built into the interpretive procedure.

(30)
Every boy was afraid that Mary would tell Zelda why the attic in his house was such a mess

BT “as a whole” fits in neither within narrow syntax nor within the interpretive com​ponent.

2. Pronouns and anaphors
Pronouns: bundles of Φ-features [αperson, ßnumber,τgender] with categorial feature D (also bundles with a subset of these features may be possible elements). 

SE-anaphors (Dutch zich, Icelandic sig, etc.): Ds that are neither marked for gender nor for number, but are marked for person.

NB 1.“Reflexive clitics” (French se, Italian si) do not fall in the class of SE-anaphors.

NB 2.German sich differs from Dutch zich in that it may bear stress. 

NB 3. Russian seb'a is not marked for person either

Complex anaphors (including bodypart reflexives, doubled pronouns, SELF-anaphors): made up of morphemes that exist independently (see Faltz (1977)):

In some languages  verbal elements are involved (e.g. KoL in Kannada). These will not be analyzed as “reflexives” although they are involved in the licensing of reflexivity.

3. The grammatical encoding of anaphoric dependencies 

What anaphoric relations can be encoded within narrow syntax? 

Options depend on: i. General properties of the computational system; ii. Language specific parameter settings; iii. Inventory of anaphoric elements and their morpho-syntactic properties.

Crucial question: What tools does the computational system provide to encode dependencies?

Answer: 
i. Checking/Agree (probe-goal relationships)



ii. Move

Reuland (2001, 2005): Encoding is by Checking/Agree 

Question: If encoding is by checking/agree, how does the chain condition = absence of checking/agree follow, as in (19)? 

(19)
a.
Oscar voelde [zich/*hem wegglijden]




Oscar  felt [SE/him slip away]


Leading idea: Encoding a dependency in the syntax is more economical than representing it only in semantic structure.

I. Direct encoding by syntactic chain formation: “Binding” of SE-anaphors (defective Φ-elements)

The most economic way to represent a dependency is by syntactic chain formation 

(25)    DP
I
V
Φ-element

|_____||______||_______|

Agr


Structural Case

(26)
a.
Oscar voelde zich wegglijden



Oscar felt himself slide away


b.
Oscar voelde hem wegglijden



Oscar felt him slide away

Reuland (2001) gives an implementation in terms of feature checking; Reuland (2005) gives an implementation in terms of Agree (Pesetsky and Torrego (2001,2004). Intuition: zich is feature defective/unvalued  

Composition of independently given relations gives a chain. Chain members are indistinguishable for the interpretive system.

(27)
[- [I [Oscar [voelde+fin  [zich I [wegglijden-fin ]]]]]]

Oscar felt+fin
SE    slide away-fin
(28)
[Oscar [ [I,I voelde+fin I] [toscar [tv  [zich I [wegglijden-fin ]]]]]]

(29)
[Oscar [[I,I Fz [I,I voelde+fin I]] [toscar [ tv [zich I [wegglijden-fin ]]]]]]

Properties of the direct object are visible on the V/I system (Agreement). Different occurrences of D and person are interchangeable, hence can count as copies of each other. Grammatical number has lexical properties and its different occurrences are not interchangeable. Hence chain formation is blocked in (13):

(30)
[Oscar [[I,I Fh [I,I voelde+fin I]] [toscar [ tv [hem I [wegglijden-fin ]]]]]]

“Number” on 1st and 2nd person is inherent; it reflects person rather than “grammatical number” (Benvéniste 1966). Hence, (within one reportive context) interchangeable.

(31)    [Ik/wij [[I,I Fmij/ons [I,I Fv I]] [tik/wij [voelde(n)+fin  [mij/ons I [wegglijden-fin ]]]]]]

(32)      a.
Oscar voelde zich wegglijden

b
*Oscar voelde hem wegglijden

c
Oscar (x (x felt (x slide away))

The preference for (32a) over (32b) is due to the derivation of (32c) via the syntactic encoding in (32a) being more economical than via (32b).

Logophoricity for SE-anaphors obtains where chain formation is impossible.

Whether syntactic chain formation is possible depends on the nature of Φ-element and the nature of the path between the Φ-element and its antecedent, specifically its link with V.

(33)    DP
I
V
[XP... X .Φ-element....]

|_____||______||____________|

Agr


???

Relevant factors: 

i What is the relation between X and V? (for instance where X=P). 

ii. Is Φ’s case structural (ACC, ??), selected, or inherent (oblique)?

Consider:

(34)
Jan legde het boek voor zich/hem | naast zich/hem


John put the book before him /next to him

No chain can be formed between zich and Jan ( dependency not encoded in syntax (interpretation often called 'logophoric').  

(35) 
Marie fielde har fuortglieden (Frisian)
In Frisian: no zich, but also no structural Case contrast

II. Indirect encoding: Binding of SELF-anaphors

English lacks a SE-anaphor, rather it has pronouns fully specified for Φ-features and a many-purpose SELF-anaphor. Due to its full specification for Φ-features and its complex nature direct chain formation is blocked

(36)     John saw  himself

SELF is an element with low semantic content. It undergoes covert movement/adjunction onto the Verb and saturates the object  Θ-role. 

(37)      a. 
DP .... [saw]  [ him [ SELF]] 

b.
DP .... [SELF saw] [ him [ e]]

Him cannot be left dangling. Is linked up to antecedent via variable binding and the equivalent of chain formation in semantic structure:

(38)     DP (x (x SELF-saw x)

Consequence: Obligatory binding where adjunction takes place, and Logophoric interpretation of Xself where movement is blocked.

Crucial: The interpretation of SELF-anaphors (and other types of complex reflexives) involves movement  

4. Condition B: Simplex versus complex anaphors
A canonical condition B violation not involving coarguments: 

(39)
a.
Oscar voelde [zich wegglijden]

Oscar felt [himself slip away]

b.
*Oscar voelde [hem wegglijden]


c.         Oscar λx (x felt (x slide away))

Choice is governed by economy: deriving (39c) from (39a) is more economical than deriving it from (39b).

4.1. Chains and Predicates 
A reflexive interpretation of a predicate must be linguistically licensed (Reinhart & Reuland (1993), Jayaseelan (1995), Lidz (1995), Schladt (2000)), as in:

(40)

Oscar haat zichzelf/*zich
John hates himself

(41)

Oscar schaamt zich/*zichzelf
John shames SE

Languages go at considerable length to avoid many instances of transitive structures of the form (42) (see Schladt (2000) for an inventory based on 150 languages):

(42)      a.
DP
Vtr
Φ-element

b.         DP
λx (x Vtr x)

Qi:
Why do reflexive predicates need licensing?

Qiii:
What is the role of the licenser in licensing a reflexive predicate?

Claim: The necessity to license reflexivity follows from the interpretation of chains.

Generally: A-chains are syntactic objects corresponding with semantic arguments. 

Consider (43), where Willem and zich form a chain:

(43)
Willemi schaamt zichi
(44)
*Willemi haat zichi
(Willem, zich) is a syntactic object that on interpretation yields the only semantic argument of schamen. Schamen is inherently reflexive, and hence must be interpreted as a 1-place predicate. Haten is 2-place; hence needs two semantic arguments. (44) is ill-formed, since ​ the arity of haten is not respected.

Chain linking of non-coarguments is allowed: 

(45)
Jani voelde [τ zichi [ ti wegglijden]]

Zich is combined with wegglijden. Within τ zich heads a chain, but does not tail one. Wegglij​den sees only one argument, namely zich It is 1-place; so the condition on its interpretation will be satisfied. (zich is not prevented from counting as an argument, since Φ-feature deficiency does not lead to uninterpretability). Within τ, no condition is violated. Matrix voelen is 2-place, and requires two arguments, here Jan and τ. Jan and τ are not coindexed, hence do not form a chain. Therefore, the binarity of voelen is respected.

If a language uses pronominals instead of SE-anaphors, at the interface the situation will be identical to the cases above. Frisian is such a language, using pronominals where Dutch has zich.
4.2 Preserving arity
(46) with SELF is well-formed:

(46)
Jani haatte zichzelfi
SELF prevents chain formation from leading to an arity violation as in (36):

(47)

DP






 zich

N'

zelf

The relevant structure (48):

(48)
Jani haatte [τ zichi [N' zelf]]

The coargument of Jan is τ, and not zich. Hence, the arity of haten is not violated. 

SELF-marking gives rise to the semantic structure of (49):

(49)
NP λx (x hates f(x))

The verb has two arguments, one identical to x the other to some function of x. f(x) is interpreted as some element that may stand proxy for x (including ||x|| as a possible value) Crucial is only that f(x) is formally distinct from x.

Any branching structure will do (see Jayaseelan (1995) in an analysis based on the notion of a CFC). It is immaterial whether the SELF-element is a Focus marker or reflects a body-part relation. Licensing and enforcing a reflexive interpretation are distinct properties of the complexity marker.

Malayalam (Jaya seelan (1995):

(50)
a.
raamani tan-nei *(tanne) sneehikunnu

Raman self-acc loves 

b.
*penkuttikal tan-nei (tanne) sneehikkunnu 

girlsplur 
self-accsing
love


c.
raamani wicaariccu [penkuttikal tan-nei tanne sneehikkunnu enn@]

Raman thought       girls       self-acc 

love

Comp

Alternative to protection to prevent brute force reflexivization is an applying a lexical operation bundling the theta-roles involved (Reinhart 2002). 

(51)
Reduction of an internal role (or bundling of theta-roles)  - Reflexivization


a. Vacc (θ1, θ2) ( Rs(V) (θ1- θ2)

b. V[Agent]1 [Theme]2 ( V[Agent-Theme]1
Two strategies illustrated:

(52)
Georgian (Amiridze 2005)

a.
giorgi-mi tav-ii ø-i-k-o (simplex + i)
Giorgi-ERG self-NOM 3BNOM.SG-PRV-praise-3AERG.SG.AOR.INDIC

“Giorgi praised himself”

b.
* giorgi-mi [tavis-i tav-i] i ø-i-k-o (complex + i)
Giorgi-ERG 3REFL.POSS.SG-NOM self-NOM 3BNOM.SG-PRV-praise-3AERG.SG.AOR.INDIC

“Giorgi praised himself [not me, you or someone else]”

c.
giorgi-mi [tavis-i tav-i] i ø-a-k-o (complex + a)
Giorgi-ERG 3REFL.POSS.SG-NOM self-NOM 3BNOM.SG-PRV-praise-3AERG.SG.AOR.INDIC

“Giorgi praised himself [not me, you or someone else]”

d.
*giorgi-mi tav-ii ø-a-k-o (simplex + a)
Giorgi-ERG self-NOM 3BNOM.SG-PRV-praise-3AERG.SG.AOR.INDIC

“Giorgi praised himself”

e. 
mam-iko-s i ø-u-xar-i-a, rom (locality)
father-DIM-DAT 3BDAT.SG-PRV-be.glad-TS-3ANOM.SG that

ana- ø j [tavis tav-s]*i/j kargad ø -u-vl-i-s

Ana-NOM 3REFL.POSS.SG self-DAT well 3BDAT.SG-PRV-take.care-TS-3ANOM.SG

Daddy he.is.glad.of.it that Ana self’s self well she.takes.care.of.her

“Daddy is glad that Ana takes care of herself/*him well”

Summary of Conditions:

Binding conditions in Reinhart and Reuland (1993) 

(1)
Definitions:

a.
The syntactic predicate formed of (a head) P is P, all its syntac​tic argu​ments and an external argument of P (subject)

The syntactic arguments of P are the projections as​signed Θ-role or Case by P

b.
The semantic predicate formed of P is P and all its arguments at the relevant semantic level

c.
A predicate is reflexive iff two of its arguments are co-indexed

d.
A predicate (of P) is reflexive-marked iff either i) P is lexical​ly reflexive or ii) one of P's arguments is a SELF-anaphor

(2)
Binding conditions:

A:
A reflexive-marked syntactic predicate is reflexive

B:
A reflexive semantic predicate is reflexive-marked

(3)
Generalized Chain definition
C=(α1,..., αn) is a chain iff C is the maximal sequence such that 

i)
there is an index i such that for all j, 1<j<n, αj carries that index, and 

ii)
for all j, 1<j<n, αj governs αj+1 

(4) 
Condition on A-chains (condition on well-formedness)

A maximal A-chain (α1,..., αn) contains exactly one link - α1 - which is completely specified for grammatical features

Rule I (Grodzinsky and Reinhart 1993)

(5)
Rule I: Intrasentential Coreference

NP A cannot corefer (be covalued) with NP B if replacing A with C, C a variable A-bound by B, yields an indistinguishable interpretation

How to understand Rule I: Consider the task to interpret a simple sentence such as Bill adores him ; there are two routines to take: i) the binding routine and the covaluation routine; Bill binding him  gives  Bill λ x (x adores x); covaluing gives  Bill λ x (Bill adores him)& him=Bill;  these are indistinguishable; hence Rule I states that the binding routine must be chosen. The fact that condition B subsequently rules the binding result out does not affect the choice for binding. At the choice point the system operates blindly. In a case like I know what Mary and Bill have in common. Mary adores him and Bill adores him too, things are different. The first sentence implies that we will be looking for a property that Mary and Bill have in common.The first conjunct of the second sentence says that Mary has the property of him-adoration where him is Bill; under the binding routine the second conjunct would assign to Bill the property λ x (x adores x), which is the property of self-adoration; this is not the property ascribed to Mary; given the first conjunct, what Mary and Bill have in common should be Bill-adoration. This interpretation can be obtained by using the covaluation strategy; given this difference in interpretation Rule I states that covaluation is allowed. Condition B is not invoked since there is no binding. Therefore the sentence is ruled in.

Primitives of binding (Reuland 2001)
Rule I  (=5)

Rule BV: Bound variable representation (simplified)

(6)
NP A cannot be A-bound by NP B if replacing A with C, C an NP such that B heads an A-CHAIN tailed by C, yields an indistin​guishable interface representation.

(6')
Rule BV: Bound variable representation (full version)
T may not translate an expression E' in SEM' with syntactically independent NP=s  A' and B' into an expression E in SEM in which A is A-bound by B,  if there is an expression E" resulting from replacing A' in E' with C', C' an NP such that B' heads a A-CHAIN tailed by C' and T also translates E" into E.

Rule L: Logophoric interpretation 
 (7)
NP A cannot be used logophorically if there is a B such that an A-CHAIN <B,A> can be formed

Economy hierarchy

If expressions α and ß are to receive the same value, the following cases are to be distinguished:

If α and ß are to be assigned the same value via the discourse storage they represent different CHAINs and different variables; the number of crossmodular operations is 4. If α and ß are to be related by variable binding  they are represented by different CHAINs but an identical variable; the number of crossmodular operations is 3; hence this operation is cheaper. This derives the effect of Rule I. CHAIN formation creates one object to be translated as a variable. Only two crossmodular operations are required, which is cheapest. 

(8)
a. 
Discourse storage (values)

a

a

|

|

C-I objects (variables)


x1

x2
|

|

Syntactic objects (CHAINs)

C1

C2
Basic expressions


α
...
ß

b. 
Discourse storage (values)

a



|



C-I objects (variables)
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x1
|

|

Syntactic objects (CHAINs)
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Basic expressions
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c. 
Discourse storage (values)

a
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C-I objects (variables)
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Syntactic objects (CHAINs)
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Basic expressions
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