Chapter 1: Introduction

Exploring how language is rooted in man's cognitive system is among the most fascinating endeavors science has recently embarked on. This enterprise finds its starting point in issues that were for the first time put to the fore within the framework of 'generative grammar'.
 They are reflected in Chomsky's (1986b) basic questions: (i) what constitutes knowledge of a language, (ii) how is this knowledge acquired, and (iii) how is it put to use? To the extent that a theory provides a correct characterization of (i) it is descriptively adequate. If it allows an anwer to (ii) it is explanatorily adequate. Answering (iii) leads beyond explanatory adequacy (Chomsky 2001/2004), and into the fundamental questions of human cognition.  A systematic investigation of (iii) has started only recently. It has been made possible by the rapprochement betweeen linguistics and the other cognitive sciences, stimulated by the advances made in these fields in recent years. 


This book focuses on one of the questions any theory of language has to address: How do humans deal with interpretive dependencies? How do we interpret elements such as pronominals and anaphors that by themselves provide very few clues  about their interpretation? How do we connect them to other expressions on which they may depend for their interpretation? 


As often in science, the basic phenomena seem trivial; they show their significance only to an observer looking at the phenomena with distance.  Take for instance, the seemingly trivial fact that her in (1a) cannot be interpreted as Alice, although nothing intrinsic in either Alice or her precludes this, as shown in (1b) (where italicized expressions have the same values). 

(1)
a.
*Alice defended her

b.
Alice saw that the cat was watching her 

Or consider the facts in (2):

(2)
a.
Alice defended herself
b.
*Alice expected the king to invite herself for a drink

In (2a) herself receives the value of Alice but in (2b) this is sudddenly impossible. Whereas in (1a) our interpretive system can value her with any other female individual than Alice, in (2b) there is no escape. No canonical interpretation is available for herself in this environment. To complete the puzzle one may add (3):

(3)
a.
Alice was surprised how fast she was growing


b.
*She was surprised how fast Alice was growing

These and other facts are captured by the canonical binding theory of Chomsky (1981), henceforth CBT, summarized in (4):
(4)
(A) 
An anaphor is bound in its governing category

(B)
A pronominal is free in its governing category

(C)
An R-expression is free


i) b is a governing category for a if and only if b is the minimal category containing a, a  governor of a, and a SUBJECT (accessible to a)\

ii) 
a c-commands b iff a is a sister to ( containing b

Schematically: [a
[( …. b…. ]]

iii)
a binds b iff a and b are coindexed and a c-commands b
We will come back to the key notions of the CBT in section 6. At this point, let us just note that co-indexing is an annotation of linguistic structure expressing that two elements in the structure must be assigned the same value (are co-valued), or that one is dependent for its interpretation on the other. Although it is by now uncontroversial that the CBT is in need of revision - and a specific alternative is defended in this book – I would like to stress that the CBT is in fact a surprisingly good approximation.

Working on the material in this book was motivated by the many intriguing puzzles that anaphoric relations in natural language pose. But, I as kept working on these issues I got more and more intrigued by the question of why natural language would have special principles governing the behaviour of pronouns and anaphors. This led to the particular perspective that I developed. To put it in terms of the CBT: Why would anything like conditions A, and B obtain? If there are special principles for anaphors and pronominals, why these (or whatever has to replace them) and not others? Questions like these lead us indeed beyond explanatory adequacy, and cannot be answered without in fact considering how language is rooted in our cognitive system. 

1. Some preliminaries

For a starter it is good to think about the question of what one could expect on the basis of language external considerations alone.  Let’s take it for granted that language contains expressions referring to objects in a real or imagined world, and also expressions to quantify over such objects, and let’s also say that language is used for the exchange of information (without implying that this is its only, or even its most important use). Taking the perspective of a Martian studying human language, perhaps going under the name of Mikh'l Tom, one would, then, perhaps not be surprised to find that such expressions vary in the amount of information they carry about intended objects. Also, dependent on shared knowledge and expectations there may be variation from one exchange to another in the amount of information participants actually need for converging identification. 

Some intuitively appealing, though not entirely trivial, assumptions about cooperation and economy of expression may warrant the expectation of a general correlation between the amount of information needed and the amount conveyed. If the Martian finds out that in order to be accessible to the computational system of human language, information must be encoded in grammatical and lexical  features as atomic elements of information content (note, that this would be a substantive finding, independent of external considerations), he might hypothesize a relation between the nature and number of features an element has, and the information it conveys. Finding out that humans have only limited processing resources, though they may have substantial capacity for storage of information, may lead the Martian to expect a tendency to avoid wasting these resources. Coupled with more substantive assumptions about the demands various expression types put on processing resources, for instance the more features, the higher the demand (but let’s not ignore the possibility of a less trivial relationship), might then lead to the hypothesis that there is a direct relation between the number of features an element has and its demand on processing resources. Modulo all these assumptions, it would not seem unreasonable to expect that expressions with a low feature content would be used to refer to objects that need little information to be identified. 

Such a correlation between the feature content of an expression and the degree of ‘accessibility’ of the object it is used to refer to forms the intuitive content of  accessibility theory developed in Ariel (1990). 

This reasoning shows two things. One is that accessibility theory comes quite close to what a Martian might expect to find on general grounds. The other is, that, despite its intuitive appeal, even accessibility theory does not really follow from external functional considerations alone. What I presented still involves a fair amount of nontrivial empirical assumptions, which would not necessarily hold for some arbitrary communicative system in a different organism. 

However, I will try to avoid complicating matters, and for the reasons sketched, take the Martian’s perspective as reflected in accessibility theory as my starting point.

2. Dependencies and structure

This Martian's view says something about conditions influencing the use of referring expressions. It also could say something about certain types of quantification. In a sentence like (3), where the preceding context introduces some masculine individuals like Peter, Bill, Michael, Martin, etc., not necessarily boys,  his can, of course, easily pick out one of these (its standard referential use). 

(3)
...... Every boy wonders what his friend will become in the future 

However, it is also conceivable that these individuals are all boys, and that every boy denotes this collection of boys, or, alternatively, that they are not boys, and that every boy introduces some new collection of so far nameless boys in the discourse. Also in these cases some sort of (quasi-)referential use of his is easily imaginable, in which his picks out an arbitrary member of the set of boys. That is, imagine an instruction like (4):

(4)
Take any member of the set of boys you wish, and call it a; a  wonders what a's friend
will become in the future.

That something along those lines must be possible is shown by cases like (5) (see Evans (1980) and Hara (2002) for discussion):

(5)
a. 
...... Every boy wonders what that boy's friend will become in the future 

b.
Though every boy said hi to Mary, she didn't say hi to that boy

Such instructions can even be used when the set of boys involved is empty. In (6) the instruction "Take any member of the set of boys you wish, and call it a; a  will not recommend a's best friend for the class monitor" will yield the required interpretation.

(6)
No boy recommended that boy's best friend for the class monitor

Clearly, instructions of the type in (4) go a long way to make it possible for one expression to depend for its interpretation on [the interpretation of] another one. However, as we all know, it would be a bit premature for our Martian to jump to the conclusion that this is all there is to interpretive dependencies. For one thing, as noted by Hara (2002), if every boy in (5b) is replaced by no boy (let's call that (5b') the dependent interpretation disappears.  Moreover also in cases such as (7), discussed in Heim (1982), a dependent interpretation of he is impossible:

(7)
Every soldier has a gun. Will he shoot?

There are also contrasts of the kind illustrated in (8):

(8)
a.
After hei came home, every soldieri buried hisi gun


b.
*After that soldieri came home, every soldieri buried hisi gun.

Although it is unlikely that a Martian will figure out what's going on here at short notice, we, of course, do know what is involved on the basis of a lot of evidence, that it serves no purpose to repeat here. The difference between (6) and (5b') is that in (6) no boy c-commands that boy whereas in (5') it does not. Similarly, in (7) a sentence boundary intervenes between every soldier and he, hence, given standard assumptions, no structural relation between the two exists. In (8a) he can be 'kept in store' and its interpretation relative to every soldier can be computed subsequently. In (8b) it cannot be stored, and has to be interpreted immediately, hence, only with an independent value. 

Suppose our Martian continues his study, the contrast between (9) and (10) may provide him with valuable further information:

(9)
*Maxi expected the queen to invite himselfi for a drink

(10)
Maxi expected the queen to invite himi for a drink

Between (9) and (10), all things have been kept equal, except for the choice of himself versus him. Since no differential context is provided, the difference cannot reside in the discourse status of Max. Next, the contrast is sharp; much sharper than one finds in standard accessibility contrasts. Suppose, our Martian already feels committed to such an appealing no structure approach, he might still want to say, well, himself really requires a very accessible antecedent, and since a subject (the queen) intervenes, Max is simply not accessible enough to serve as an antecedent for himself; hence a pronominal is used, which puts less demands on the accessibility of its antecedent. Interestingly, such a reaction would make the Martian's  approach rather similar to the canonical binding theory in one important respect, namely in that it predicts a strict complementarity between pronominals and anphors. It is, then, to hope for the sucess of our Martian's endavours that he will soon come across cases like (11), where both him and himself are equally possible. 

(11)
a.
Maxi expected the queen to invite Mary and himselfi for a drink


b.
Maxi expected the queen to invite Mary and himi for a drink

If anything, himself is even farther removed here from its antecedent than in (9). Yet, (11a) is perfectly OK. Suppose that having seen (11), our Martian also stumbles on the contrast in (12) (sure, he must be lucky; just doing regular eaves-dropping is not enough, unless he is also taken to studying linguists):

(12)
a.
Maxi expected Mary and himselfi/himi to quietly leave the country


b.
Maxi convinced Mary and himselfi/??himi to quietly leave the country

Again, this contrast is pretty baffling for a 'no structure' approach. Some further analysis may well teach him that despite their superficial similarity the structures in (12) in fact differ in argument structure: in (12) the internal argument of expect is Mary and himselfi/himi to quietly leave the country, the internal arguments of convinced are Mary and himselfi/himi  and PROi to quietly leave the country. It is conceivable, then, that from all this the Martian draws the very general conclusion that not all interpretive dependencies between expressions ( and ( can be computed from properties of the interpretations of ( and (. Rather, certain dependencies are computed on the basis of non-trivial properties of the structures in which ( and ( occur. If so, he may also reach the reasonable conclusion that the dependencies themselves hold between the linguistic expression involved, and only indirectly between any abstract or concrete objects they stand for. that it makes sense to distinguish between cases where two elements are assigned the same interpretation by some mechanism that assigns values to expressions, and cases where the interpretation of one expression is computed from the interpretation of another expression.  If so, Mikh'l To' m did already a pretty good job, going beyond the level of understanding shown by some of his earthling colleagues (as evidenced in Tomasello 2003).  

At this point we may leave the Martian alone in his quest for understanding and pursue  our own inquiries. We can say that certain interpetive dependencies - in particular, binding -   are linguistically encoded by means available within sentence grammar. The puzzling facts in (1) and (2) we started out with should, then, somehow be related to the workings of the system that is involved in computing such dependencies. This is what I will set out to do.

3. Questions and goals 
Even when fundamental questions stay the same, particular questions in a field may vary. Over the years we have seen a shift in the nature of the more specific questions asked in linguistics. During the fifties and sixties there is a divide between linguistic research oriented towards description and research looking for explanation. Much of the latter focused on the properties of just a few natural languages, in fact primarily English, based on the (justifiable) assumption that a thorough study of the structure of even one language can provide us with important information about the language faculty, since it tells us what the language faculty must minimally be able to do. In the seventies, but in particular through the eighties this divide was bridged. Research focused on acquiring an understanding of language through the detailed study of individual languages and the types of variation they exhibit. At the same time there was a boost in experimental and formal studies of the acquisition of language, as exemplified in Wexler and Culicover (1980), for the fist time enabling the requirement of explanatory adequacy to serve as an effective constraint on theorizing. No rule or principle could be admitted that would be incompatible with the learnability of the class of grammars embodying them. This line of research led to a great amount of insight into the structure of natural language, and to a considerable number of substantive universals, occasionally abstract, yet precise (see Everaert and Van Riemsdijk, 2005, for a fascinating collection of results).

During the eighties we see a strengthening of the ties between cognitive science and linguistics, which had become severed in the seventies. This development was greatly facilitated by the success of the study of language acquisition. As observed in Chomsky (2001/2004), for the first time does it become feasible to move beyond explanatory adequacy, thus bringing within the scope of systematic inquiry the question of how language is embedded in our cognitive system. As always, it difficult to assess what precisely caused this broadening of scope. Advances internal to linguistics, advances in the cognitive sciences broadly conceived, or challenges posed by alternative approaches? It definitely is a merit of alternative views based on connectionism, and cognitive grammar that they provided an important impetus to the study of the question. (<@references>. However, for the time being there is little reason to expect substantial progress from these frameworks. Connectionist proposals are generally marred by linguistic naiveté, the potential of cognitive grammar is limited by a methodology that relies on ill-understood high-level functional concepts and pays no attention to the underlying computational mechanisms. The ensuing debates are often rendered obscure by misconceptions about the relation between insights from linguistics and other domains in cognitive science. My own position on this issues is most adequately reflected in the following quote from Marantz (2000):

"The split between linguistics and psycholinguistics in the 1970’s has been interpreted as being a retreat by linguists from the notion that every operation of the grammar is a mental operation that a speaker must perform in speaking and understanding language.  But, putting history aside for the moment, we as linguists cannot take the position that there is another way to construct mental representations of sentences other than the machinery of grammar. ....There is no retreat from the strictest possible interpretation of grammatical operations as the only way to construct linguistic representations" (Alec Marantz, lecture notes 2000)

The minimalist program as conceived in Chomsky (1995) and subsequent work provides the instruments that are needed to fruitfully address the why-questions I am interested in, due to its attention to the details of the computational system underlying human language, its principled approach to demarcating the subsystems involved in language and its systematic conceptual parsimony. In the next section I will make my assumptions explicit, setting the stage for the discussion in this book 

4. Setting the stage

Natural language embodies a systematic mapping between form and interpretation. Forms can be realized in an external physical medium, interpretations are ultimately changes in the state of certain internal subsystems of the human mind. A schematic representation of the 'language system' is given in (13). In line with the usage in Chomsky (1995), CHL stands for the Computational system of Human Language. The terms PF-interface (Phonetic Form) and C-I-interface (Conceptual-Intentional) stand for the interfaces with the sound (or gesture) system and the interpretation system respectively. These systems are taken to be embedded in what we may broadly call the human cognitive system (HCS), better known as the human mind. 
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Thus, CHL is the computational system connecting the form and interpretation systems. A minimal requirement is that CHL is able to read expressions at the PF and C-I interfaces. Chomsky (1995 and subsequent work) takes as a working hypothesis that CHL is a perfect system:
 

(14)
CHL is the optimal solution to letting the PF and C-I systems read each other. 

The heuristic strategy is that (14) is to be abandoned only in the face of compelling evidence. Whereas the sensori-motor and interpretation systems are involved in mental processes other than language, CHL is by assumption the part of the language system that is dedicated to language. Note, that this assumption does not prejudge any empirical questions. It is logically possible that CHL is a highly impoverished system, or even empty. In fact there are two possible state of affairs that would make CHL as described here trivial. 

i. The PF and C-I interfaces can read each other directly. As is well-known, however,

displacement phenomena challenge an overly simplistic view of the relation between the C-I and PF interfaces (Chomsky 1995 and subsequent work). In a nutshell, the computation of the interpretation of an expression often (perhaps always) has to relate parts of the expression that occupy different positions in the PF-representation, as in (15):

(15)
What did you think that Mary fixed?  

What in initial position signals that (15) is a question, and also that it is specifically the direct object of fix that is questioned. This position has to stay empty, witness the ill-formedness of *What did you think that Mary fixed the bike. So what both signals a question and occupies the direct object position of fix. This dual role of what requires a representation in which what is linked both to the initial position and to the object position of fix. One among several possibilities is to represent this as in (16):

(16)
What did you think that Mary fixed (what)?  

Regardless of how this dual role is expressed, on the basis of phenomena as in (15) one cannot escape the conclusion that option i. has to be discarded. 
ii. CHL is parasitic on other cognitive subsystems. In terms of (13), this would mean that the role of CHL is performed by processes involved in tasks throughout our cognitive system. In fact, Hauser, Chomsky, Fitch (2002) propose a line of thought that comes very close to this. They suggest that the sole evolutionary innovation giving rise to natural language is recursion. Chomsky (2005) elaborating on this, proposes that recursion itself is solely encoded in the edge-feature of lexical items. It is the edge feature of lexical items which  expresses that if a  and b are items that can be merged forming a composite element ab, ab is an element of the same general kind which in turn can be merged with a further lexical item c, etc. 

If option ii can be demonstrated to be correct that would be a very significant finding. Note, however, that proving such a claim is a non-trivial task. It requires a clear understanding of the nature of the operations involved in the mapping between the sensori-motor and interpretation systems. Moreover, a demonstration would require that no recourse be taken to operations that depend on language for their justification. Yet, it provides intriguing perspectives on, for instance, language universals provided one takes seriously the nature of the task CHL has to perform. Paradoxically, a systematic and serious quest for evidence that CHL is trivial may well be the method of choice to find out what are ultimately its irreducible properties. As a consequence, I will explore models of CHL that are as trivial as possible. In the next section I will elaborate on this. 

5. Universals: Sources of invariance
The investigation of language universals has been one of the important foci of linguistic research over the last fifty years or so. In a sense the result has been somewhat paradoxical. If one considers the range of universals that have been proposed, from Greenberg's word order universals (Greeenberg 1963, 1978) to Chomky's (1981) binding conditions, as given in (2), they all are at least very good approximations. It seems that they must reflect some true insight in the structure of language. Yet, as chapters 2 and 3 discuss for the binding conditions in detail, they meet too many empirical challenges to ignore. Moreover, the structure of the canonical universals is not well-suited to accommodate the attested variation without becoming empirically vacuous. Of course, one may then say that they are statistical rather than unconditional universals, but this raises the question of what these statistical properties/tendencies come from. The paradox is that they too good to be false, and too bad to be true. 

If so, what is universal cannot be the macro universals of the Greenberg and Chomsky (1981) type. This warrants a closer scrutiny of what language universals may come from. 

If one considers Natural Language as a computational system, one can expect the following sources of invariance:

· Type 1. Necessary properties of computations, modulo a medium in which they take place

· Type 2. Economy of  computation, modulo resource types and restrictions

· Type 3. General properties of computations specific to language

I am putting aside lexical-conceptual or, possibly, more general cognitive sources of invariance. To the extent in which one finds invariant properties of natural language that are demonstrably of type 1 or type 2, a parsimonious view of CHL gains credibility, the more so if the invariants come close to 'acknowledged' linguistic universals. Macro-universals, then, are like tips of the iceberg, where conspiracies of lower level operations become visible.

Among the main theses I will put forward in this book is that the conditions on binding that are so surprising find their sources in invariants of the types indicated above: i) a significant part of condition B phenomena reflect a type 1 invariance; ii) its residue and much of condition A reflect a type 2 invariant; iii) there is a residue of condition A that may reflect a type 3 invariant, although ultimately a reduction to type 2 invariant may be possible here as well. However, this entails that we have to give up the idea that the investigation of core linguistics principles can be successfully conducted at the macro-level. Further moves toward explanation can only be expected if we shift our perspective towards the fine structure of the grammatical system.  

Even if some deep properties of language can be traced back to properties of computational systems per se, this does not necessarily mean that there isn't a dedicated language system at some level of organization. What other systems do we have that could emulate the language system? The visual system, the auditory system, and the motor system seem dedicated to their respective tasks to an extent that makes it unlikely that they could subsume language. General reasoning strategies? It would be a major result if it could be shown that for instance locality conditions on linguistic operations can be derived in toto from properties of these other systems. But we don't have the glimmering of an idea of how this could be done. Conversely, it would already be a major step forward if we could see something like locality in the domains these systems cover, or the effects of Type 1 and Type 2 invariance at a phenomenal level. 

The matter of fact is that our knowledge of general intelligence and reasoning, is still far too rudimentary to warrant any substantive comparisons. In addition to language also the visual system has been described in considerable depth. What is striking about the visual system is that it is hard-wired and dedicated to a substantial degree, with highly specialized neuron groups for various sub-tasks, such as color recognition, but also the detection of movement (see Kandel et al. 2000).  In addition to low-level processing of information the visual system has a higher-level component in which the various types of information are integrated. It is clear that much of our capacity for vision is innate, and, uncontroversially, genetically determined (surprisingly, without sparking any great philosophical debates). But it is unclear how the types of processes taking place in the visual system could be shared with the language faculty. To my knowledge no serious proposal to this effect has been offered in the literature. For the moment, therefore, I will leave the issues of dedication and embedding at these programmatic remarks. For a more than programmatic attempt we have to go through a number of steps. We first have to get a clear understanding of the phenomena themselves. This will be the goal of chapters 2-4. On the basis of the results of these chapters, chapter 5-7 will move towards explanation of the core principles in binding.

6. Perspectives on binding  
In the discussion so far binding was introduced as a type of interpretive dependency.  It is important to note, that there are many interpretive dependencies that do not fall under the notion of binding. In current theory, for instance, dislocation is a dependency, but it does not involve binding.
 Other well-known types of interpretive dependencies are given in (17): 
(17)
a.
Donkey anaphora
Every man who owns a donkey beats it.

b.
Scopal dependencies
Three men lifted a table.

In (17a) it depends for its interpretation on a donkey, with the actual interpretation a bit more complex than this statement suggests, since the dependency is limited to donkeys owned by donkey owners. In the relevant reading of (17b) the number of tables lifted is not just one, but three. Yet another type of dependency is found in ellipsis, as illustrated in (18):

(18)
John said that he loved his cat and Peter did too

Here, what Peter did is say that he loved his or John's cat, not that he hated his dog. In none of these is the primary dependency one of binding, although in (18) the relation of John or Peter to his does constitute binding. In this book I primarily address those dependencies that have come to be known as Argument binding, henceforth  A-binding and its relation to coreference/covaluation as will be introduced in the next section. 

6.1 The canonical theory of A-binding
In section 3 our Martian concluded that binding is an interpretive dependency that is linguistically encoded by means available within sentence grammar. Clearly, natural language allows different expressions to receive identical values in some actual or virtual world without any particular encoding. To take a venerable example, in the world as we know it, English morning star and evening star both have the planet Venus as their value. That is, both refer to Venus. Such expressions are co-referential. Coreference may hold on the basis of an empirical fact, as in the Venus case, but also speakers’ intentions may suffice to establish coreference. A pronominal such as he can be used to refer to any object that is linguistically classified as masculine and singular, as in John’s mother thought he was guilty. Here, he may refer to John but also to some other masculine individual. Note, that coreference is not encoded in the language. 

As we already saw in section 2, coreference is not the only way in which the interpretation of two elements can be related. No one in no one believes he is guilty does not refer to an individual, hence a fortiori, he cannot refer to that individual. Under the most salient reading he does, nevertheless, depend on no one for its interpretation. In this case the dependency is linguistically encoded, and is called binding. 

The difference between binding and coreference was already illustrated by the contrasts between the following mini-texts from Heim (1982) that we discussed earlier. Although coreference is possible across sentences, as in (19a), where John and he can be independently used to refer to the same individual, everyone and no one in (19b) are not referential; hence, an interpretive dependency between he and these expressions cannot be established through coreference. Binding, the other option, is not available cross-sententially. Hence the sequel in (19b) is not felicitous. That there is nothing wrong with he being bound by a quantificational expression is shown by (20).   

(20)
a. John has a gun. Will he shoot?


b. Everyone/No one has a gun. *Will he shoot?

(21)
a. John was convinced that he would be welcome


b. Everyone/No one was convinced that he would be welcome

6.2. The nature of binding

Much of our discussion will focus on the question of how binding relations are encoded in language. Hence we need a conception of binding that is as much as possible independent of particular grammatical notations. Reinhart (2000) presents a definition of binding in which linguistic binding is understood in terms of the logical notion of binding. Essentially binding is seen as the procedure in logical syntax
 of closing a property. This is reflected in the following definition of binding presented in Reinhart (2000, 2006):
 

Logical syntax binding: Binding is the procedure of closing a property

(22) 
A-binding 


α A-binds β iff α is the sister of a λ-predicate whose operator binds β

This is the general definition of binding I will be adopting in this book. The way it captures binding in contrast with coreference is illustrated by the two readings of (23a), given in (23b) and (23c):   

(23)
a.
Only Lucie respects her husband 

b.
Only Lucie (λx (x respects y’s husband)) (y can be valued as any female individual)

c.
Only Lucie (λx (x respects x’s husband)

In (23b) the property that is ascribed only to Lucie is that of respecting a certain individual (Mr. X), who happens to be her or somebody else's husband. All other women don't respect this person, but they may well respect their own husbands. In (23c)  the property ascribed only to Lucie is that of respecting her own husband. By implication, all other women don't respect their own husbands. 

Thus, in order for binding to obtain at all, it is necessary that the dependent element can be translated as a variable in a representation we will refer to as logical syntax (see Reinhart 2000, 2006).  But, as we already saw, binding relations are subject to further constraints, which cannot be explained on the basis of their logical properties alone. The canonical approach to these constraints is the CBT, already introduced in section 2. It will be briefly reviewed below. 

6.3. The CBT

The CBT, as developed in Chomsky (1981), captures the interpretive dependencies between phrases in argument positions, or A-positions, briefly arguments. A-positions are taken to be the positions in which an argument can receive a semantic role, or in which its Case is determined.

Arguments are classified as R-expressions, pronominals, or anaphors. This classification is based on two designated features: [+/- anaphoric] and [+/-pronominal].  Binding theory is concerned with relations of anaphors, pronominals, and R-expressions to possible antecedents (Chomsky 1981:6). R-expressions are referentially independent in the sense that they cannot be bound, 
 pronominals may, but need not be bound, and anaphors cannot be interpreted independently, hence they must be bound. In the literature the term reflexive is often used as a synonym for anaphor. One also finds pronoun as a cover term for anaphors and pronominals. Whereas I will be following the latter usage, in this book the term reflexive will be used for a subclass of anaphors, as will become clear in chapter 2.

It is an important empirical question whether [+/- anaphoric] and [+/-pronominal] are primitive features, or whether anaphoric or pronominal properties of an expression derive from its morpho-syntactic feature composition. In fact, if the head of a phrase has lexical features (or certain grammatical features, such as wh) this phrase is most certainly an R-expression. Thus the merry linguist, the idiot, no one, everyone, which man, etc., are all R-expressions. In addition to lexical features nouns – but also finite verbs and adjectives and in some languages even prepositions – carry grammatical features such as  person, gender and number. These are generally referred to as (-features. Pronominals (I, you, he, etc.) are elements that are only specified for (-features and grammatical category, and they can be accompanied by a pointing gesture, that is, used deictically. Anaphors are referentially defective nominal elements. They cannot be used deictically. Anaphors often lack a specification for certain (-features, such as Dutch zich 'himself' which is specified for person, but not for gender and number. Given this prima facie correlation between binding properties and morpho-syntactic feature composition, in the optimal system the latter should be enough. Let's leave it at this for the moment. In chapters 2 and 3, we will see that the features  [+/- anaphoric] and [+/-pronominal] are indeed epiphenomenal. 

Chomsky (1980, 1981) and much of the subsequent literature uses a system of indexing to mark anaphoric relations in the linguistic representation. Each argument is assigned a certain integer as its index. If two arguments are assigned the same integer they are co-indexed. In practice one uses subscripts such as i, j, k, etc. as variable indices. If a and b are co-indexed this is indicated by an identical subscript. Thus, in an expression (ai .... bi) a and b are co-indexed. In (24a) coindexing Max and himself represents an inadmissible interpretation and (24b) coindexing Max and him:

(24)
a.
Maxi boasted that the kingj had appointed himself*i/j as commander-in-chief.


b.
Maxi was shocked that the kingj appointed himi/*j as commander-in-chief

Since indices are essentially linguistic markers in the structure it is still possible for two expressions to be assigned the same object in some outside world if they are not co-indexed (morning star and evening star are not necessarily co-indexed). Binding without co-indexing is not possible, though. In order for a and b to be co-indexed (25) must be satisfied:

(25)
 a and b are non-dis​tinct in features for person, number and gender

Non-distinctness, rather than identity of features is required for co-indexing, since in many languages one anaphoric element is compatible with masculine or feminine, singular or plural antecedents. This property is illustrated by, for instance, Dutch zich and Icelandic sig, which can have antecedents of any gender or number. On the other hand, both are specified as 3rd person, and cannot have 1st or 2nd person antecedents. In other languages (for instance Slavic languages like Russian) a person specification is lacking as well, and we find one anaphoric form for all persons. 

6.3.1. Indices
Whereas the use of indices as descriptive devices is generally accepted, their precise status in the grammar has been the subject of considerable debate. In the canonical binding theory any DP is inserted with an index; co-indexing represents intended coreference (or covaluation to use a more general term which we will henceforth employ). This intended covaluation is assumed to be part of the meaning of a sentence (Fiengo and May 1994). Also, conversely, intended covaluation, under this assumption, should be linguistically expressed by co-indexing. The only escape from this is if one lacks information about the relevant facts, such as the speaker's intentions, or if it is part of the meaning of a sentence that the values of two expressions are to be identified. This position can be illustrated on the basis of the following text:

(26)
The robber had entered the vault. John’s accuser swore that he had taken the
diamonds.

Suppose, he is intended to refer to the robber. This is expressed by co-indexing the robber and he. Suppose the speaker doesn't wish to take a stand on whether John's accuser is right and John and he/the robber are actually the same person. If so, the indexing should be as in (26'):

(26')
The robberi had entered the vault. Johnj’s accuser swore that hei had taken the
diamonds.

Yet, criminal investigation can subsequently establish that he and John (and the robber) are one and the same person. This does not affect the propriety of the indexing in (26'). On the other hand, if the speaker wants to take a stand on the issue, John and he can and should be co-indexed. Similarly, given that some subsequent statement John is the robber is not a tautology, John and the robber should not be co-indexed, even though, if the sentence is true they refer to the same individual. 


In order for binding to obtain the binder must c-command the element to be bound. A widely adopted definition is given in (27) (see Reinhart 1977, and Reinhart 1983 for discussion).

(27)
a c-commands b if and only if a does not contain b and the first branching node do
minating a also dominates b.

Since a parsimonious approach to syntactic theory as the minimalist program has no place for non-branching nodes, for current purposes the simple formulation in (27') will do (but see the discussion in chapter 4): 

(27')
a c-commands b iff a is a sister to ( containing b

More schematically: [a
[( …. b…. ]]

Binding by a non c-commanding antecedent is impossible as illustrated by the fact that John in (28) cannot bind himself:

(28)
*Johni’s mother loves himselfi .
Putting both conditions together yields (29) as the standard condition on binding:

(29)
a  binds b iff a and  b are co-indexed and a c-commands b 

The canonical binding theory is thus stated in terms of coindexing and c-command. 

Debates about indices continue up to the present day, though the issues vary. Reinhart (1983) and subsequent work argues that the linguistic status of co-indexing is strictly determined by the binding theory. C-command and co-indexing determine where the relation between an antecedent and an anaphor or pronominal is one of variable binding. It is variable binding that is governed by the binding theory; co-indexing is an annotation of the structure that is only interpreted in the context of the binding theory. 

 Thus, within the canonical binding theory the indexing in  (30) is a part of the syntactic structure that is semantically interpreted, although, since there is no c-command, John does not bind him:

(30)
Pictures of John1's father belong to him1

In Reinhart's approach indices as in (30) are not part of the syntactic structure. It is entirely proper to represent the sentence as in (30'a) without indices. The syntactic structure does not prescribe whether (30'a) is assigned the interpretation (30'b), (30'c), etc.

(30)'
a.
Pictures of John's father belong to him

b.
Pictures of John's father belong to him  & him=John


c.
Pictures of John's father belong to him  & him=Peter, etc.

That is, assigning him and John the same individual as their values has the same status in the theory as assigning him any other male individual as a value. What value is actually assigned is fully determined by the interpretive component. In Reinhart's approach the interpretation represented by (30)/(30'b) typically instantiates what has been called "accidental coreference". In a Fiengo & May type approach "accidental coreference" is limited to cases like (26) where to the relevant parties involved it is not known whether John is actually identical to he/the robber. 


Clearly, the two approaches embody a different view of cutting the pie of anaphoric dependencies. In a Fiengo & May type approach the bulk of the work is done in the syntax, and only a marginal part of it is left to an interpretive component. In a Reinhart type of approach the work is rather equally divided over the interpretive component and the computational system (syntax and logical form, governing binding relations), leading up to a modular approach to binding. Apart from various technical and empirical considerations as discussed in Reinhart 2006, that I will not go over here, theoretical parsimony should lead one towards a Reinhart type of approach anyway. Indices are theoretical tools to capture dependencies in a particular way. Processes assigning values to natural language expressions are part of the language system by necessity. Hence, in case of redundancy parsimony entails that what is contingent has to be dropped. 


In the context of the minimalist program (Chomsky 1995) the issue got sharpened in a fundamental way. As will be discussed in more detail in chapter 5, within the minimalist program, narrow syntax (CHL) is conceived as a combinatorial system over a strictly morpho-syntactic vocabulary. From this perspective indices have no place in syntax, unless coindexing is really morpho-syntactically expressed, which is not the case in any language we know of. This line is incompatible with a Fiengo & May type of approach. In Reinhart's approach syntactic indices are essentially dispensable, since their work can be taken over by variable binding at the relevant level. Reinhart (2000) assumes the existence of a level of logical syntax, as a level where operator-variable relations are represented. "Logical syntax"  is an intermediate representation of linguistic structure  arising in the course of the interpretation procedures applying to expressions of narrow syntax. More specifically, I will adopt as a working hypothesis that logical syntax belongs to the C-I interface.
 (In terms of Reinhart 2006, it reflects all that is needed for the output of syntactic computation to be usable for the human inference system.) 

Recently the issue of accidental coreference has been taken up again by Kayne (2002) in a movement approach to binding I will come back to Kayne's approach in section 9. 

As we will see in chapters 5, and 6 there is as syntactic residue in certain binding relations, but not others. This residue is essentially reflected in the locality conditions on binding to be discussed in the next section. 
6.3.2 Locality
As already illustrated in (1) and (2) above, anaphors and pronominals impose specific locality conditions on their binders. A binder of an anaphor may not be 'too far away', the binding of a pronominal may not be 'too nearby'. One of the recurrent themes in binding theory is how precisely these locality conditions are to be captured. (18) repeats the binding conditions formulated in Chomsky (1981): 

(18)
Binding Conditions


(A) An anaphor is bound in its governing category



(B) A pronominal is free in its governing category


(C) An R-expression is free

These definitions express locality by the notion of a 'governing category', as in (19). In the case of anaphors, the basic intuition is that they do not allow a binder that is beyond the nearest subject.  

(19)
( is a governing category for ( if and only if ( is the minimal category containing (, a governor of (, and a SUBJECT (accessible to ()

In the framework of Chomsky (1981), a governor of ( is an element assigning a semantic role or Case to (.  (19') illustrates the paradigm cases that are captured by (19). Binding is indicated by italics; [GC-(  stands for the governing category of (.

(19')
a.
John expected [GC-himself/him the queen to invite him/*himself for a drink]


b.
[GC-himself/him John expected [IP himself /*him to be able to invite the queen]]


c.
*He expected [GC-John the queen to invite John for a drink]


Ignoring , for the moment, the italicized condition, (19'a,b) exemplify what is known as the Specified Subject Condition (SSC): the governing category of ( is the domain of the subject nearest to (. For him/himself this subject is the queen in (19'a) and John in (19'b). Binding of him by John in (19'a) satisfies condition B, binding of himself by John does not satisfy condition A.  In (19'b) it is the other way round. In (19'c) he is outside the governing category of John. But since an R-expression must be free in the whole sentence, the construal in (19'c) is nevertheless illicit. 


Unlike what is seen in infinitives, a finite clause comes out as the governing category for its subject. In Chomsky (1981) this is captured by assuming that the finite inflection, which is a carrier of nominal features (agreeing for person, number) also counts as a subject for the computation of the governing category. The notion SUBJECT (in capitals) thus generalizes over the DP in canonical subject position and the Agreement on the tensed verb/auxiliary.


Under certain conditions, an anaphor can be appropriately bound by an antecedent that is outside the finite clause containing the anaphor. This is illustrated in (20):

(20)
The boys were afraid [that [pictures of themselves] would be on sale]  


This 'domain extension' is captured by the italicized condition in (18). In order to count for the computation of the governing category of an anaphor, a SUBJECT must be accessible to the anaphor. Accessibility is defined in (21): 

(21)
 is accessible to ß if and only if ß is in the c-command domain of , and assignment to ß of the index of  would not violate the i-within-i condition

i-within-i condition


[( ...  ... ], where (and  bear the same index

In the case of (20), coindexing [pictures of themselves] and would by "subject-verb" agreement (irrespective of the fact that the auxiliary would does not carry overt agreement in English), and subsequently coindexing themselves and would by the "test indexing" of (21), yields the indexing configuration of (15). 

(22)
The boys were afraid [that [( pictures of themselvesi]i wouldi be on sale]] 

This configuration violates (21), hence is marked illicit, and therefore would does not count as an accessible SUBJECT for himself. Hence, ( is not a governing category for himself, which may therefore look for an antecedent in the next higher clause. 


As is extensively discussed in chapter 2, the configuration in (22) is not the only case where an anaphor may be unexpectedly bound by a more distant antecedent. This is one of the reasons for developing alternatives to the CBT. 


As noted earlier, arguments can be dislocated, ending up in a non-A-position (by topicalization, question formation, etc.), as in (23). Here, t indicates their canonical position. 

(23)
a.
Him, I never believed the baron to have pulled out t

b.
Which man did he think t fell off the bridge


c.
Himself, the driver pulled t out immediately

The rules of A-binding apply to dislocated elements in their canonical position (for complex phrases this is an approximation; for the moment such complications can be disregarded). For current purposes this summary suffices. 

6.3.3. Binding and BT compatibility

Although the Chomsky (1981) version of the binding theory combined simplicity with substantial factual coverage, right from the start the complementarity between bound pronominals and anaphors, which is one of its key features, faced empirical challenges.

For instance, as noted by Huang (1982) the CBT does not capture the fact that in the possessor position of a DP bound pronominals and anaphors are not in complementary distribution, as illustrated in (24):

(24)
a.
The girls admired [( their friends]


b.
The girls admired [( each other's friends]

On the basis of this, Chomsky (1986) following Huang's (1982) proposals, developed an alternative for computing the local domain. The core domain is  that of a Complete Functional Complex (CFC), a domain in which all grammatical functions of a given predicate are realized. It is, then, proposed that the Binding domain of some element  is the smallest CFC containing for which there is an indexing I which is BT compatible, where BT-compatibility reflects the following assumptions: i) anaphors must be bound; ii) pronominals need not be bound; iii) that any indexing to be  taken into consideration must obey the i-within-i condition; iv) nominal heads may carry indices, but are not possible antecedents. So, for an anaphor the binding domain is the smallest CFC in which it can be bound under some indexing I, for a pronominal the binding domain is the smallest CFC in which it can be free under I. So, for their in (24a) it is sufficient if it is free in (, which it is . For each other in (24b) it is sufficient if it is bound in the next higher binding domain, which it is too. 


In order for an anaphor in the subject position of a finite clause to be correctly ruled out, Chomsky adopts a proposal by Lebeaux (1983) who assumes that anaphors undergo covert movement towards their antecedents at LF; anaphor-movement from the subject position of a finite clause creates a configuration just like the one that in the case of overt movement creates a Comp-trace affect. The parallel is illustrated in (25):

(25)
a.
*whoi  do you think [that [ti came]]


b.
*John [himselfi T] thought [that [ti  would come]] 

Here, (25b) is ruled out, just like (25a) since the trace is not 'properly governed', which is a general requirement on traces.
 Subsequently, covert movement of anaphors became an important tool in the analysis of so-called long-distance anaphors in a range of languages varying from Icelandic to Chinese. Curiously enough, the BT based on BT compatibility never became as entrenched as the CBT. Perhaps developments took this turn because the discussion shifted to different ranges of facts that were beyond the scope of either.   

6.3.4. Some further challenges to the CBT

The absence of complementarity between bound pronominals and anaphors in the possessor position was only one of the minor and major challenges for the CBT. Another fact, already observed in Chomsky (1981:148), is that there is no clear complementarity between anaphors and pronominals either in certain locative PPs:

(26)
He pulled the table towards him(self)]

This was not captured by the revision discussed in  the previous section. Furthermore, not only is there an occasional lack of complementarity, it also turned out that anaphors themselves are not always well-behaved. Already in the seventies Ross (1970), Cantrall (1974) and Kuno (1972, 1975) observed that first and second person anaphors in English can occur without a linguistic antecedent, as illustrated in (27):

(27)
Physicists like yourself are a godsend (Ross 1970)

In the same vein, Postal (1971) had noted that reflexives in picture nouns are not subject to the same constraints as reflexives in other positions. 


During the seventies and early eighties such facts were viewed as incidents that need not really affect the theory. During the end of the eighties this changed, when different patterns from a variety of languages were brought together.  In the next section I will present an overview of a number of core phenomena whose investigation shaped subsequent developments.

7. Beyond the CBT

7.1. Types of anaphoric expressions

As discussed in section 6.3. the canonical binding theory distinguishes between anaphors, pronominals and R-expressions, intrinsically characterized by the features [+/- pronominal, +/- anaphoric]. These features yield a matrix with four possible combinations, realized in four empty elements and three lexical counterparts: 

(28)
a.
Lexical





+ pronominal

- pronominal



+ anaphoric
- 


anaphor



- anaphoric
pronominal

R-expression


b.
Empty





+ pronominal

- pronominal



+ anaphoric
PRO


NP-trace



- anaphoric
pro


wh-trace

The empty element PRO cannot have a lexical counterpart, since it can only escape the potential contradiction of the feature combination [+ pronominal, + anaphoric] if it has no governing category. In turn, this requires that it has no governor, hence no Case. Therefore, a lexical counterpart of PRO cannot exist (the 'PRO-theorem'). The system reflects a direct connection between the locality of NP-movement and the local binding requirement on anaphors. 


Chomsky (1982, 1986) revised this approach by introducing a functional/contextual definition of empty categories, essentially motivated by the existence of parasitic gaps.
 Whether an element qualified as an NP-trace, wh-trace, etc. was not determined by its intrinsic feature content, but by the nature of its binder (see Brody 1984 for criticisms). For current purposes it is important to note that the direct parallelism between A-binding and A-movement was lost by this step. 


Since Chomsky (1995) this approach to empty categories has been replaced by the copy-theory of movement, complemented by a theory of spell out for copies. This completes the elimination of any conceptual underpinning of the feature system underlying (28). Yet, one insight has turned out to be important: Whether or not it an element requires a binder is not only determined by its intrinsic properties. It may also depend on how these properties interact with the syntactic environment. This is relevant for an understanding of the phenomenon of exemption, discussed in detail in chapter 2, cases where an anaphor escapes the requirement that it must be bound, as in (27).


Attractive as it is in its elegance, the lexical part of the system could not be maintained either. The system provides for a two-way distinction between anaphors and pronominals. Many languages have anaphoric systems that are more complex, however. 


Faltz (1977) provided a extensive survey of anaphoric systems of the languages in the world. Cross-linguistically, one finds a variety of ways in which languages form reflexives. In addition to pronominals one finds simplex reflexives and complex reflexives. Simplex reflexives are generally like pronominal elements that lack a specification for certain (-features (typically, number and gender, but occasionally also person). I will refer to such simplex anaphors as SE-anaphors. Here, and elsewhere I will use the term SE-anaphor as follows:

(29)
A SE-anaphor is a non-clitic pronominal that is deficient in φ-features.

Note that the notion of deficiency/underspecification is less trivial than it may seem. I will come back to this notion in chapter 3.  

Complex reflexives are formed from pronominals and SE-anaphors by adding elements such as body-parts expressions, intensifiers, etc. All complex anaphors Faltz discusses are made up of morphemes that exist independently. There are two ways in which complex reflexives are formed: head reflexives and adjunct reflexives. 

i. Head reflexives are based on an element that occurs inde​pen​dently as a nominal head, generally with a pronominal specifier. The relation between head and specifier may be understood as one of inalienable possession (see Pica 1987, 1991, Everaert 2003).
 Faltz discusses a couple of examples (including Basque, Fula, Malagasy and Hebrew) one of which is repeated here for illustration:

(30)
Basque

a.
aitak 

bere    burua 

hil du



father+ERG
3SGPOSS head+NOMDEF kill have+3SG+3SG



The father killed himself


b.
bere buruan txapela ipini du



3SGPOSS head+LOCDEF cap+NOM put have+3SG+3SG



He put the cap on his head

The same stem which occurs as an lexical N meaning 'head' in (30b) is used as a reflexive in (30a).

ii. Adjunct reflexives are construed of a pronominal or SE-anaphor and an adjunct, marking emphasis or focus, which may also attach to lexical NPs. According to Jayaseelan (1997), Malayalam represents this option. One of the examples Faltz gives is Irish, repeated here:

(31)
Irish
a.
ghortaigh Seán é



Sean hurt him


b.
ghortaigh Seán é féin



Sean hurt himself


c.
bhí an t-easpag féin i láthair



be+PAST the bishop EMPH present



The bishop himself was present

Cross-linguistically, anaphoric systems that show a contrast between complex anaphor and SE-anaphors - sharing the requirement that they must be bound but with different distributions - are pervasive. The degree of variation even among closely related languages can already be impressive. For instance, the group of Germanic languages, small as it is by the standards of the existing linguistic variation,  already exemplifies a range of differences that made it necessary to rethink the fundamentals of the CBT. In the next section I will present a brief discussion. 

7.2  Variation in Germanic

Among the Germanic languages, English with its two-way distinction between anaphors and pronominals is the exception rather than the rule. Germanic complex anaphors are often formed with a cognate of English self. Since they share crucial properties, as discussed in chapter 2, I will refer to them with the general term SELF-anaphor. It is important to note that not all complex anaphors need behave as SELF-anaphors. Chapter 2 will specifically discuss the role of SELF-anaphors. In chapters 5 and 6 their properties will be put in a more general perspective.

Unlike English, Dutch has a three-way distinction between SE-anaphors, complex anaphors and pronominals (1st and 2nd person singular and plural, 3rd person singular masculine, feminine and neuter, 3rd person plural common gender). Pronominals occur in a weak and a strong form. The SE-anaphor is zich, which only occurs in 3rd person (no singular/plural contrast). 


In environments where zich would be used for third person, first and second person are realized by a canonical pronominal form (either the strong or the weak form in first person, the weak form in second person). The 3rd person complex anaphor has the form zichzelf, In first and second person the SELF-anaphor is realized as the corresponding pronominal with zelf. It was clear right from the beginning that the anaphoric system of Dutch and similar languages could not be straightforwardly captured in the CBT. Everaert (1984, 1986, 1991)  presents extensive discussion of the several anaphoric systems of the Germanic languages, putting them in a systematic comparative and cross-linguistic perspective. As will be discussed in detail in chapter 2, zich and zichzelf  and their cognates in the Scandinavian languages occur in distinct but structurally overlapping environments. This makes it impossible to capture their distribution in terms of governing categories as originally conceived.


Scandinavian languages (Icelandic, Faroese, Danish, Norwegian, and Swedish) have a 4-way system: Pronominals, SE-anaphors, SE-SELF and Pronominal-SELF. SE(-SELF) is required if the antecedent is a local subject, pronominal(-SELF) if it is not. Moreover, these languages have a possessive anaphor, in addition to a possessive pronominal. The possessive anaphor must be selected if the antecedent is a local subject. 


Frisian has a 2-way system, but different from English. Its system is, in fact very important for our understanding of how binding works.  The system is like Dutch, but instead of a SE-anaphor like zich, it uses the pronominal him ‘him’, har ‘her’, har(ren) ‘them’ (given in their strong forms). These are true pronominals, yet they can be locally bound. So, contra condition B of the CBT, Frisian has local binding of pronominals in all persons (see Everaert 1986, 1991). Consequently, a sentence like Jan fielde him fuortglieden ‘John felt PRON slip away’ is ambiguous between a reading in which John slips away and a reading in which someone else slips away, unlike its Dutch counterpart with zich. This fact is not just problematic for the CBT, but it even undermines its very foundation. Frisian will be discussed in detail in chapter 3, where we will evaluate the consequences of this fact.   


German (notably, the standard variant High German) superficially has a two-way system, distinguishing between pronominals and anaphors. The canonical 3rd person anaphor is a mono-morphemic sich. Although German allows the morpheme selbst to be attached to sich and pronominals, there is little evidence that it is more than an emphatic element. The relation between the German system and the apparently more complex systems in other Germanic languages will be discussed extensively in chapter 3.  


Not only is there substantial variation in the number of distinctions between anaphoric expressions, there is also considerable variation in the domains in which SE-anaphors must be bound. The initial facts about Icelandic long-distance anaphora were already brought up in Clements (1975), Thráinsson (1976a,b), Hellan (1980), and  Maling (1982, 1984). There is extensive subsequent discussion in Everaert (1986), Hellan (1988), and Everaert (1991), Thráinsson (1991) and Hellan (1991) of the possible factors involved in the variation. In all of Icelandic, Faroese and mainland Scandinavian, SE-anaphors may allow their antecedent in a position considerably beyond the governing category as computed in the CBT, as illustrated in (32).
(32)
Jóni sagđi [Maríuj hafa(inf.) látiđ [mig Þvo(inf.) séri,j]]


John said Mary   have   made  me wash  SE

'John said that Mary had  made me wash him'
As will be discussed in chapter 3, in Dutch  and German long-distance binding, is restricted to zich/sich in PPs in causative and perception verb complements. As illustrated in (33), zich in te-infinitives (corresponding to to-infinitives) cannot be bound from the outside. 

(33)
Ik hoor dat Jan1 Piet gevraagd heeft een boek voor zich*1/hem1 mee te brengen


I hear that Jan Piet asked has a book for SE/him to bring 


'I hear that Jan1 has asked Piet to bring a book for SE/him*1'
Everaert (1986) summarized the variation in the binding of SE-anaphors within Germanic in terms of the following three domains: 

(34)
i. Small clauses (causatives and complements of perception verbs), 

ii. Non-finite clauses (including both to-infinitives and small clauses),


iii. Non-indicative clauses (including subjunctive tensed clauses and non-finite

clauses).

However, as well be discussed in the next section, Everaert's third domain is not on a par with the others. Rather the licensing of anaphors in this domain is determined by non-structural factors. The variation in structural binding domains, is therefore limited to just domains i. and ii. As will be discussed in chapter 3 this variation has nothing to do with intrinsic differences between the anaphors involved. Rather it can be explained on the basis of the way in which the syntactic encoding of binding dependences interacts with independent structural differences between these languages. 
7.3  Binding versus Logophoricity
One of the challenges for the canonical binding theory, discussed by Clements (1975), among others, is the fact that the behavior of anaphors is not always clear-cut. Languages may have forms that must be bound in one environment, and need not be bound in another.
 A typical example is sig in Icelandic. It must have a binder in (35a) (and failing this, due to a feature mismatch between þú and sig, it is ill-formed). 
(35)
a.
*þú hefur svikiđ sig


you have betrayed self

b.
María var alltaf svo andstyggileg. þegar Olafurj kaemi segđi hún séri/*j áreiđan​lega ađ fara (Thráinsson 1991)
"Mary was always so nasty. When Olaf would come, she would certain​ly tell himself [the person whose thoughts are being presented - not Olaf] to leave" 
In (35b) sér is without a linguistically expressed antecedent, and yet the sentence is well-formed. Traditionally anaphors such as sig in (35b) were called indirect reflexives (Hagège 1974:289). Such a use of reflexive-like forms is not limited to Icelandic or Latin (discussed by Hagège, but wide-spread over the languages of the world.


Since Clements, the term logophor has come to be used for such anaphors. The term logophor was earlier introduced by Hagège (1974) to characterize a class of pronouns in languages from the Niger-Congo family that refer to the 'auteur d'un discours' (the 'source of a discourse' in the terms of Clements 1975). As Hagège puts it: "These pro​nouns distin​guish the individual to which they refer from the speaker him​self who uses them, in ... "indirect speech" " (Hagège 1974, p. 287, trans​lation ER). They refer to the individual cited, the secondary speaker, as opposed to the primary speaker.  

Such a formally distinct series of pronouns for this type of use is found in, for instance, Mundang, Tuburi and Ewe from the Niger-Congo family. These pronouns bear no formal resemblance to reflexives, hence Hagège considers the term 'indirect reflexive' inappropriate. It is for these, therefore, that Hagège introduces the term 'logophoric'.
 Yet, as Hagège and Clements noted, the discourse function of such logophoric pronouns is similar to the indirect reflexive (Hagège 1974, Clements 1975).

The parallel between indirect reflexives and logophors is illustrated by the following example from Ewe (Clements 1975):
(36)
Tsali gbl? na-e be ye-e dyi yè gake yè-kpe dyi

Tsali say to-Pron that Pron beget LOG but LOG be victor

"Tsalii told himj (i.e. his father) that hej begot himi but hei was the victor"
Here LOG is the gloss for the logophoric pronoun yè.
 Only Tsali, the source of the reported discourse, can be the antecedent of yè. As Clements notes the logophoric pronoun may occur at any depth of embedding. In fact these pronouns do not require a co-sentential antecedent – the antecedent can be several sentences back. The subsequent sentences of the discourse will continue to present the events described by the narrator from the point of view of the same individual or individual (Clements 1975: 170).

The terminology of Hagège, and most of the standard typological literature with him, explicitly distinguishes indirect reflexives from logophoric pronouns. Modern syntactic literature often follows the usage of Clements (1975), which extends Hagège's. In this usage, logophoricity is what characterizes both the special forms of (36) and the non-local and/or free use of anaphors in Icelandic as in (35b) and (2) and in many other languages (varying from Chinese and Japanese, to Latin, Italian and English). 

Clements gives the following cross-linguistic characterization of logophoric pronouns in this broader sense (Clements (1975: 171-172):
(i)
logophoric pronouns are restricted to reportive contexts transmitting the words or thought of an individual or individuals other than the speaker/narrator;
(ii)
the antecedent does not occur in the same reportive context as the logophoric pronoun;
(iii)
the antecedent designates the individual or individuals whose words or thoughts are transmitted in the reported context in which the logophoric pronoun occurs.
Clements observes that in some languages logophoric pronouns may occur in sentences that strictly speaking do not satisfy conditions (i)-(iii), but that are in some sense modeled on sentences in which these conditions are satisfied. He notes that these conditions are primarily semantic/pragmatic, but does not elaborate on this. Furthermore, he indicates that languages may impose varying idiosyncratic conditions on logophors. In Ewe, for instance, logophors are restricted to clauses introduced by the comple​mentizer be.
 
 Icelandic logophoric anaphora requires a subjunctive, in Mandarin Chinese the antecedent must be a living human being, etc.
 

These result notwithstanding, many approaches to long-distance binding rested on the assumption that the anaphoric dependencies we are discussing invariably reflect structural binding relations. 


Extensive investigation of the issue has been conducted on Icelandic (Thráinsson 1976a,b, Maling 1982, 1986,  Anderson 1986, Sells (1987), Hellan 1988, 1991, Sigurđsson 1990, Thráinsson 1991, Sigurjónsdóttir 1992). These authors found systematic differences in Icelandic between long-distance “binding” into subjunctive clauses and long-distance binding into infinitival clauses.


As outlined in Thráinsson (1976) sig in Icelandic may take a long distance antecedent, when the clause that contains sig is infinitive or subjunctive (i.e. the antecedent may be beyond the nearest c-commanding subject), in violation of condition A of the binding theory, just like the case of (35b) where a linguistic antecedent is entirely absent. However, if sig is contained in an indicative clause, it can only refer to the local antecedent.  This is exemplified in (37).

(37)
a.  Jónj skipađi Pétrii [ađ PROi rakainfinitive sigi, j,*k á hverjum degi]


   "John ordered Peter to       shave    SIG   every  day"  


b.  Jónj segir [ađ Péturi rakisubjunctive sigi, j,*k á hverjum degi]


   "John says that Peter shaves    SIG    every  day"


c.  Jónj veit [ađPéturi rakarindicative sigi,*j,*k á hverjum degi]


   "John knows that Peter shaves SIG    every  day"

Thráinsson (1976, 1990, 1991), Maling (1984), Sells (1987), Sigurđsson (1990), and Sigurjónsdóttir (1992) observe that the antecedent possibilities of long distance sig in subjunctives are not constrained by structural conditions such as c-command but rather by discourse factors such as perspective and point of view.  The role of point of view is well illustrated by the minimal pair in (38), reported in Sells (1987:451). 

(38)
a.  Barniđi lét ekki í ljós [ađ þađ hefđisubj veriđ hugsađ vel um sigi]


   "The child put not in light that there had been thought well about SIG" 


   "The child didn't reveal that SIG had been taken good care of"


b. *Barniđi bar þess ekki merki [ađ þad hefđisubj veriđ hugsađ vel um sigi]


   "The child bore it not signs that there had been thought well about SIG"


   "The child didn't look as if SIG had been taken good care of"

Although in both (38a) and (38b) the anaphor is c-commanded by an antecedent within the same (non-minimal) domain, there is a clear contrast in grammaticality. This difference is due to the fact that in the (a) sentence, the report is made from the child's point of view, i.e. it is the child, and not the speaker, who didn't reveal that he/she had been taken good care of, whereas in the (b) sentence, it is the speaker who reports that the child didn't look as if he/she had been taken good care of.  No such contrasts arise in infinitival environments. Furthermore, in subjunctives, but not in infinitivals, sig can be covalued with a non-commanding antecedent, as in (39): 

(39)

[DP Skođun Jónsi] er [ađ sigi,acc vantisubj hæfileika]
     


      "Opinion John's is that SIG   lacks    talents"  


      "John's opinion is that SIG lacks talents"   








(Maling, 1984:222)

The facts surveyed so far in this section are sufficient to serve as a general background for this book, especially for Reinhart and Reuland (1993), which is included as chapter 2. In chapter 3 I will come back to these issues to discuss a number of them in more detail.  

9. The current scene

To a certain extent the perspective in sections 6 and 7 was historical, although for expository reasons this perspective could not really be consistently maintained. In this section I sketch the main structure of the book from a conceptual perspective. I also address the issues it discusses in terms of the larger debates that arose between 1993 and the time of writing. 
It will be important throughout that we are striving for a theory in which all properties of anaphors and pronominals can be explained in terms of their feature content, and the way in which these features allow them to interact with their environment. So, in the end we wish to understand the behaviour of SE-anaphors entirely in terms of their Φ-features (and their D-feature), and the behaviour of SELF-anaphors in terms of their Φ-features and those of SELF. I will call this the Feature Determinacy Thesis (FDT):

(40)
Feature Determinacy Thesis 


The syntactic binding properties of pronouns and anaphors (SE-anaphors, and SELF
anaphors) are determined by their morpho-syntactic features and the way the
Computational system of Human Language operates on them

The FDT will play a crucial role in subsequent discussion.

<Discussions of  Kayne, Buering, Schlenker, Hornstein etc,  to follow.>
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� As pointed out in Reuland (2001a,b) it is crucially important to distinguish between frameworks and theories, precisely because in practice these terms are so often used interchangeably. Theories answer particular questions about reality by stating laws, establishing generalizations, representing interconnections, etc. Theories may be false, upholding against the evidence so far, be the best we have in the absence of alternatives, and be replaced as soon as a more convincing answer becomes available. Frameworks (see also the notion of paradigm in Kuhn 1962)  are characterized by general concerns, types of questions to be explained, types of theoretical vocabulary and basic operations. Frameworks as such are not true or false. Rather they are fruitful (ort not), in so far as they facilitate the development of particular theories that answer the questions the framework allows to be put on the agenda and systematically addressed. A framework has heuristic power if it stimulates the people using it to uncover interesting new facts and generalizations, uncover interesting new relations, develop theories that advance our insights, even if the advance is only temporary and the coverage is only partial. Generative grammar and its various off-springs are definitely frameworks not theories. Frameworks are shared by groups of researchers, and provide the background against which theories are to be compared. They provide continuity over longer periods of time, but as is natural, through the years concerns may shift, different research questions can be raised, and as a consequence within a framework smaller scale 'programs' may emerge, focusing on particular aspects of the main theoretical concerns of he framework. 'Generative grammar' is a framework in this sense, and so are on a smaller scale the programs that have come to be known as 'Government and binding theory' (GB-theory), the 'Principles and Parameters model', and the 'Minimalist program'.  


� See Reuland (2001a,b) for a response to criticisms of this notion of perfection in Lappin, Levine and Johnson (2000).


� Note that the phenomenon as such is independent of the particular notation. It is immaterial whether one works with copies, traces, feature percolation, slash notation, etc.  These all serve to accommodate the same basic fact, namely that constituents may serve a dual, or even multiple role. 


� Note that in the approach to dislocation in Chomsky (1981), in particular as elaborated in Aoun 1986 and subsequent work, dislocation was subsumed under a generalized binding theory. However this crucially relied on a trace-theoretic approach now abandoned. 


� One may conceive of "logical syntax"  as an intermediate regimented representation of linguistic structure  arising as a result of the translation/interpretation procedures applying to expressions of narrow syntax.


� Taking a sentence as a starting point, we can turn it into a property by λ–abstraction: ' leaving out' one of its arguments, putting a variable in its stead, and  prefixing the λ-operator. For instance we can turn John fed Bill's cat into a property, by taking out Bill, yielding John fed –'s cat, or John fed x's cat, leading to λx (John fed x's cat) in standard notation.  


� Pre-theoretically, these are the positions associated with grammatical functions, such as subject, object, etc. I will refrain from discussing how this is reflected in current theories of Case assignment or Case checking.


� This does not imply that they cannot be used anaphorically, or that for some an anaphoric use cannot be strongly preferred, as in the case of epithets.  


� In part of the literature the term anaphor is used for any expression that refers back to an individual previously mentioned. So, under that use the idiot in George decided to attack. The idiot thought he could fool everyone is an anaphor. Here I will follow the standard usage in the generative literature and reserve the term anaphor for 'specialized' anaphors. So, the idiot "is" not an anaphor, although it "is used" here as anaphoric to George. 


� There is a class of apparent exceptions to the c-command requirement. Safir (2004b) makes these exceptions into a corner stone of his criticisms. I will come back to these issues in chapter 4 and show that his criticism is in fact unfounded.    


� In terms of Chomsky (1995) I am assuming that CHL in toto obeys inclusiveness. Chomsky (2005) presents a more explicit picture of the part of the linguistic system connecting the PF and the C-I interfaces in which 'narrow syntax' obeys inclusiveness, but part of the computations leading up to the C-I interface don't. Under the assumption that in any case the interface must be 'active', I will retain my assumption that  CHL obeys inclusiveness in toto, and that computations that look into the atomic elements of the morphosyntactic vocabulary are by their very nature part of the interface. 


� Intuitively, proper government reflected that the content of the trace had to be recoverable (identified). Formulated within the framework of Chomsky (1986), the trace was required to be either governed by a member of a lexical category, notably V, or antecedent-governed. Failing this it violated the empty category principle (ECP). In current theory government is not a significant concept, the same holds for ECP. Rather aim is to explain any effects attributed to government and ECP by more fundamental properties of the grammar. Since ECP plays no role in current BT discussions, I will not discuss it any further. 








� A canonical example of a parasitic gap construction is (i), first studied in Engdahl (1983):


(i)	which articlesi did you file ti after reading eci 


Here which articles appears to be linked to both the object position of file and the object position of reading, although conditions on movement forbid which book having moved from the latter position. The ec in the object position of reading gives rise to a paradox in the Chomsky (1981) conception of empty categories leading to its abandonment in the end.  


� Although clitics in Romance may share with SE-anaphors such as Dutch zich a (-feature deficiency, their clitic-hood may entail properties that do not necessarily obtain for zich and its cognates. Hence, they are not SE-anaphors in the present sense, although they may well share some of the properties of SE-anaphors. I will come back to the status of clitics in chapter 3.


� In chapter  6 I will elaborate on this idea. 


� Faltz analyzes English himself as an adjunct reflexive as well, with SELF the adjunct. This view is also adopted by Solà (1994) and Jayaseelan (1997). See Helke (1971) for a different view. Here, I will side with Helke's view that self is the head, although in fact not too much is at stake here. At least in 1st and 2nd person formally the structure is more that of head reflexive with a POSS pronoun than that of an adjunct reflexive.


� Exceptions in English were noted earlier by Ross (1970), Cantrall (1974) and Kuno (see, for a summary, Kuno 1987). 


� Languages for which this phenomenon has been described in some depth include Icelandic, English, Italian, Japanese and Mandarin Chinese.


� That is, 'renvoyant au discours' (pertaining to the discourse event).   


� Yè's non-high tone, represented by the grave accent, distinguishes it from the non-logophoric strong form ye which bears high tone; the logophoric pronoun is also distinct from a reflexive; in Ewe these are formed by affixing a genetive form of a pronoun to the noun d,okui 'self', and, according to Clements, behave much like their English counterparts.


� This may well be a reflection of the fact that logophoricity occurs in reportive contexts since the complementizer be is a 'grammaticalized' form of the verb bè 'say'.  In fact, as Sells (1987) notes, there is a common tendency for the verb 'say' to develop into a complementizer.


� Also, the logophoric forms yè (singular) and yèwo (plural) each allow both 3rd and 2nd person antecedents. In many languages with indirect reflexives this is impossible.


� There are reasons to believe that the role of subjunctive in Icelandic is less idiosyncratic than Clements implies. In general it is necessary to distinguish between conditions facilitating a logophoric interpretation, and the conditions determining the interpretation that is actually obtained. For instance, Cole, Hermon and Lee (2001) discuss the variation between two Chinese "dialects" in Hong Kong, showing that the syntactic conditions under which logophoric interpretation obtains are identical, but that the discourse conditions vary. In chapter 6 I will come back to the licensing conditions on the logophoric interpretation of Icelandic sig. 
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