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I. Issues in Binding

1. Introduction

For a starter: reflection ( amazement at what may seem obvious

Consider (1)
(1)
a.
*Alice defended her

b.
Alice saw that the cat was watching her 

her in (1a) cannot be interpreted as Alice, although nothing intrinsic in either Alice or her precludes this, as shown in (1b) (where italicized expressions have the same values). 

Or  (2):

(2)
a.
Alice defended herself
b.
*Alice expected the king to invite herself for a drink

In (2a) herself receives the value of Alice but in (2b) this is sudddenly impossible. Whereas in (1a) our interpretive system can value her with any other female individual than Alice, in (2b) there is no escape. No canonical interpretation is available for herself in this environment. To complete the puzzle one may add (3):

(3)
a.
Alice was surprised how fast she was growing


b.
*She was surprised how fast Alice was growing

( descriptions, such as Chomsky’s (1981) canonical binding theory (CBT) summarized in (4):
(4)
(A) 
An anaphor is bound in its governing category

(B)
A pronominal is free in its governing category

(C)
An R-expression is free


i) b is a governing category for a if and only if b is the minimal category containing a, a  governor of a, and a SUBJECT (accessible to a)\

ii) 
a c-commands b iff a is a sister to ( containing b

Schematically: [a
[( …. b…. ]]

iii)
a binds b iff a and b are coindexed and a c-commands b
Apart from empirical fit (  Fundamental question:

Why would anything like conditions A, and B obtain? If there are special principles for anaphors and pronominals, why these (or whatever has to replace them) and not others?

( 
beyond explanatory adequacy; 

requires considering how language is rooted in our cognitive system. 

The puzzling facts in (1) and (2) should somehow follow from the workings of the system that is involved in computing such dependencies. 

Important focus of linguistic research: the quest for universals

Results of research universals paradoxical:

- prima facie (4) appears to capture some important general/universal properties, but: 

- the extent of cross-linguistic variation appears to be bewildering, even among languages of one family/one area (Everaert 1986; Koster & Reuland 1991; Reinhart and Reuland 1991, 1993; Lust, Wali, Gair, Subbarao 1999; Huang 2000, Safir 2004; Reuland 2005):


- variation among the Germanic languages 


- variation among South Asian Languages 

( what is precisely captured by (4) becomes elusive; the features +/- pronominal, +/- anaphoric of the CBT fail to characterize any systematic properties of anaphoric elements.

Conditions as in (4) are too good to be false, and too bad to be true ( what is universal cannot be the macro universals of the Chomsky (1981) type in binding (or, of the Greenberg 1978 type in the word order domain) 

( scrutiny of what language universals may come from. 

Setting the stage

Natural language embodies a systematic mapping between form and interpretation. Forms can be realized in an external physical medium, interpretations are ultimately changes in the state of certain internal subsystems of the human mind. A schematic representation of the 'language system' (Chomsky 1995) is given in (5). 
(5) 
Sensori-motor system 
   ( CHL (      
Interpretation system (IS)


-dedicated


      +dedicated

-dedicated





PF-Interface

C-I- Interface

Thus, CHL is the computational system connecting the form and interpretation systems. A minimal requirement is that CHL is able to read expressions at the PF and C-I interfaces. 

Universals: Sources of invariance
Natural Language as a computational system ( the following sources of invariance:

· Type 1. Necessary properties of computations, modulo a medium in which they take place

· Type 2. Economy of computation, modulo resource types and restrictions

· Type 3. General properties of computations specific to language

· 3A formal properties

· 3B properties due to the (general) structure of vocabulary items (features, conceptual structure)

· (Type 4. Conversational strategies)

Substantive claim (Chomsky 1995, etc.)  

- CHL allows for a minimal set of operations: Merge (EM, IM), Agree (Check,Delete)

- Agree, IM are triggered by morpho-syntactic features of vocabulary items

- derivations are subject to the inclusiveness condition (“no lambda’s, indices, etc.”)

- Condition: Full interpretation

( given the tools available for encoding dependencies one would no longer expect exceptionless macro-universals as in the CBT. What can be observed at the macro-level may well be no more than tips of the iceberg, where conspiracies of lower level operations become visible. 

Theses: 

i) a significant part of condition B phenomena reflect a type 1 invariance; 

ii) its residue and much of condition A reflect a type 2 invariant; 

iii) there is a residue of condition A that may reflect a type 3 invariant, although ultimately a reduction to type 2 invariant may be possible here as well. 

Corollary of inclusiveness condition:

(6)
Feature Determinacy Thesis 

The syntactic binding properties of pronouns and anaphors (SE-anaphors, and SELF
anaphors) are determined by independently motivated morpho-syntactic features and the way the Computational system of Human Language operates on them in interaction with their syntactic environment

( subject orientiation, obviation, differences in binding domains are not properties "globally" encoded in lexical entries, but must be reduced to  specific features and specific operations (unless they are not encoded, and follow from general interpretive processes)  

( Categories such as “pronominal” and “anaphor” in the sense of the CBT have no theoretical status. 

Summary of the goal: To derive the syntactic conditions on binding as one finds them without recourse to any mechanism specific to binding.

( going one step further than Safir 2004 who eliminates syntactic indices but retains the notion of a dependency 

2. Preliminaries

Binding versus coreference (Heim 1982, Reinhart 1983):

(7)
a. John has a gun. Will he shoot?


b. Everyone/No one has a gun. *Will he shoot?

(8)
a. John was convinced that he would be welcome


b. Everyone/No one was convinced that he would be welcome

Coreference is not linguistically encoded

What is binding, and how is it encoded?

- Definition (4iii) is in terms of coindexing ( not applicable any more

Reinhart (2000, 2006):  linguistic binding is to be understood in terms of the logical notion of binding. Essentially binding is seen as the procedure in logical syntax
 of closing a property.

Logical syntax binding
(9) 
A-binding 


α A-binds β iff α is the sister of a λ-predicate whose operator binds β

It captures binding in contrast with coreference in the standard way as illustrated in (10): 

(10)
a.
Only Lucie respects her husband 

b.
Only Lucie (λx (x respects y’s husband)) (y can be valued as any female individual including Lucie)

c.
Only Lucie (λx (x respects x’s husband)

- Binding obtains if the dependent element is translated as a variable identical to the variable arising from QRing its prospective binder. 

-Binding versus coreference is not encoded in the syntactic representation (10a) 

In terms of (5): 

- variable binding is encoded at the C-I interface

- (co-)reference is established beyond the C-I interface in the interpretive system

Neither vbl binding as such nor coreference are encoded in (narrow) syntax (NS).

Requires a 'traffic rule'  Rule I (Reinhart 1983, Grodzinsky & Reinhart 1993, Reinhart 2006): 

· Max admires him 
· *Max (λx (x admires him) & him = Max

· Max (λx (x admires x)

Rule I: Intrasentential Coreference

NP A cannot corefer with NP B if replacing A with C, C a variable A-bound by B, yields an indistin​guishable inter​pretation.

or: as modified in Reinhart (2000, 2006): 

Rule I


a and b cannot be covalued
 in a derivation D, if


i. a is in a configuration to A-bind b

ii. a cannot A-bind b in D


iii. the covaluation interpretation is indistinguishable from what would be obtained if a 
A-binds b
( marked change wrt view on indices in CBT (see also Fiengo and May 1994): co-indexing represents intended coreference and is part of the meaning of the sentence, and hence should be linguistically expressed.

Question: Where do the Binding conditions apply and what do they follow from?

Chomsky (1995): BC’s apply at the C-I interface

Reuland (2001):

· Contrasts as  in (11):

(11)
a. 
Each girl left the room after John had addressed her


b.
*Mary left the room after John saw herself


c.
*Who did Mary leave the room after John saw- 

( Vbl binding is not sensitive to locality conditions (pace Kratzer 2006), anaphor binding is.

· Extensive crosslinguistic variation subject to syntactic parameters

( There must be a syntactic residue in binding

Fundamental question:

How is the syntactic residue of binding encoded?

Window + challenge: 

2.1. Crosslinguistic variation:
i. There are systems with more distinctions than just the distinction between anaphor and pronominal. A very small subset of cases to exemplify the point: 

· Dutch has a 3-way system: pronominals such as hem 'him', simplex anaphors (henceforth, SE-anaphors) such as zich 'himself', complex anaphors (SELF-anaphors) such as zichzelf 'himself'.

· Icelandic, and Norwegian with the other mainland Scandinavian languages) have a 4-way system: Pronominals, SE-anaphors, SE-SELF and Pronominal-SELF.
· German shows a 2-way system (sich versus pronominals) but differs from Dutch in only allowing sich in PPs
ii. Differences in ‘binding domains’: 
· Dutch, German binding of SE-anaphors out of causative and perception verb complements, not out of to-infinitives
· Scandinavian languages: binding out of to-infinitives allowed

iii. In addition to structural conditions, properties of predicates play a role in determining binding possibilities as well:

a. English has John washed (no object) with a reflexive interpretation, but not *John hated
b. Dutch has Jan waste zich (a SE-anaphor), but not *Jan haatte zich, etc.

c. Further type of predicate: verdedigen ‘defend’ both zich and zichzelf 

iv. Under certain structurally defined conditions certain anaphoric forms need not be locally bound, or not even be bound at all:

a. Exempt himself in English

b. Logophoric sig in Icelandic

v. Certain languages allow locally bound pronominals

a. him in Frisian: Jan waske him 

b. 1st and 2nd person pronominals across the board: Ich wasche mich, jij wast je,  nous nous lavons, etc.

c. English requires myself, yourself, etc. where other languages allow the pronominal

vi. Many languages have POSS anaphors, others don’t. 

vii. Some languages allow subject anaphors, others don’t

viii. Some languages allow local binding of names, others don’t

2.2. Boeckxs, Hornstein, Nunes (2007)

Syntactic encoding of anaphor binding is based on Movement

Based on one intriguing type of fact:

San Lucas Quiavini Zapotec (SLQZ) and Hmong allow reflexive constructions such as the following:

(12)
SLQZ (Lee 2003)


a. R-yu’lààa’z-ëng 

la’anng.


    HAB-like-3SG.PROX
3SG.PROX

   ‘S/he likes her/him-self.’


b. R-yu’lààa’z  Gye’eihlly
Gye’eihlly. 

 HAB-like 
 
 Mike 
     Mike

 ‘Mike likes himself.’

(13)
Hmong (Mortensen 2003)

a. Nwg  yeej      qhuas  nwg.

     3SG    always praise 3SG
    ‘He always praises  himself.’

b. Pov
yeej     qhuas  Pov.

    Pao 
always praise 
Pao

    ‘Pao always praises himself.’

Both are apparent violations of conditions B and C. Such violation is permitted provided we have pronoun/pronoun or Name/Name pairs: the Identical Antecedent Requirement. 

Main claim: Antecedent-anaphor and control relations are instances of movement understood as the composite of Copy and Merge (BHN:3)

· More specific theoretical assumption: movement into theta-position is allowed

Claims

· SELF needed to license movement

· Movement is blocked unless SELF is there to check Case

· (14) [TP John [T’ T [vP John [VP likes John-self]]]]

“Morphemes like -self are not “anaphoric” in nature. They simply knock out a Case-feature that would prevent a (local) movement to a -position from taking place”
· Pronouns in SELF context emerge as spellings out of copies

· In principle only one copy of a mvt chain is spelled out. This is due to the LCA, assuming that positions must be assigned to items as they appear in the numeration. So a mvt chain leads to a linearization paradox unless no more than one of its members is spelled out.

· If copies did not interfere with linearization they should in principle be able to surface overtly

· If a terminal hides inside a word – is morphologically fused - it is not subject to the LCA

· Only those terminals can get fused that satisfy morphological requirements of one another – morphological complex elements cannot get fused

· ( expectation: *John praised (John) self
· Claim: violates affixal properties of self ( last resort him-insertion ( John praised himself 

· SLQZ and Hmong are presented as languages that carry Movement on their sleeves

· Requires assumption of null-SELF, including fusion of lower copy with null-SELF

Further claims (not discussed here, see Hornstein 2005): 

· analysis does not extend to all BV anaphors (unlike Kayne 2002). Binding of pronouns that is not mediated by movement is blocked by economy: encoding by syntax is preferred over non-syntactic means

· (economy comparison of derivations applies to numerations without functional material

Problems

Conceptual

· “Occam urges that modularity internal to the Faculty of Language is, ceteris paribus, to be avoided. In effect, unless one has very strong empirical reasons for multiplying relations and grammatical operations, one should not do so. In the best case, there should be exactly one way of coupling disparate elements.” 

· What is the Faculty of language? Narrow syntax? The full computational system (NS + SEM) in  Chomsky 2005,2006? NS+SEM + IS? 

· The canonical minimalist schema in (5) minimally offers 3, perhaps 4 modules (not counting PF): NS, the C-I interface, the interpretive system (language of thought), and depending on one’s position wrt distributive morphology, the lexicon. 

· Even as regards NS there appears to be an a priori assumption that Move is the ‘best’ (or only?) minimalist possibility. However, Agree is also an available operation, yet not discussed.

· One of the most widely used way of encoding reflexivity is a morpho-syntactic repair strategy

Empirical

· If A-movement is the only way to encode local binding dependencies it is impossible to make sense of the crosslinguistic variation summarized; for instance, zich is never a resumptive pronoun; if there are other ways, it should be assessed whether the facts discussed would fit in better with that other way.

· In particular, complex anaphors that are needed for local binding, but do not enforce local binding should not exist

Alternative:

· Lexical operation of reduction/bundling

· Case residue checking

· Agreement is in toto (specific assumption)

· Proper names licensed like personal pronouns

· Lexical operation can only affect the status of full syntactic arguments, not selectively one conjunct (e.g. Dutch does not allow SE-anaphors in coordinations)

2.5 Safir (2004a,b)

Core claims:

· Indices are eliminated as incompatible with minimalist principles but the notion of a dependency is maintained 

· The core principle of the theory of anaphoric dependencies is comparative economy
· Where two forms compete economy selects the least specified form

3. My goals

· Eliminate all principles specific to binding (including the notion of a dependency as a primitive)

· Tool: exploit the notion of economy to the fullest.
· Dependencies may be syntactically encoded

· Whether or not there is competition between two forms is also dependent on their syntactic relation to the environment 
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� One may conceive of "logical syntax" as an intermediate regimented representation of linguistic structure arising as a result of the translation/interpretation procedures applying to expressions of narrow syntax. Büring (2005) represents semantic binding by binder indices and index transfer. Note that his system indices are not represented in the syntax. His conception of indices is compatible with the inclusiveness condition. 


� A so-called lambda operator (λ) is used in a formal notation for the operation of creating a property from a sentence. The notation λx (green(x)) reflects that green is a property. Similarly, λx (John fed x's cat) reflects that we created an expression with one open position from the corresponding sentence.


� Covaluation is necessary to capture (i): 


(i)	Everyone thinks that he can hear him sing in the bathroom (BV he=/=him) 


� Fiengo and May: (i)-(iii) are similar in that their triviality is a matter of language:


(i)	People respect only themselves


John respects himself


Therefore, John respects himself


(ii)	People think only they themselves are crazy


John1 thinks he1 is crazy					


Therefore, John thinks he, John is crazy


(iii)	Pictures of people’s fathers belong only to those people


Pictures of John1’s father belong to him1


Therefore, pictures of John’s father belong to John


They argue: In (i) and (ii) the relation between antecedent and pronoun in the second premiss can be analyzed as bound variable binding, but, due to the lack of c-command, in (iii) it cannot. This failure to generalize over (i)-(iii) is problematic for Reinhart’s approach. However, one could equally easily argue that one should not even generalize over (i) and (ii), since the dependency in (i) is mor�pho-syntactically encoded, whereas the one in (ii) is not. Some phenomenon may well be a matter of language, without being a matter of the computational system proper, of even a matter of grammar in a broader sense.
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