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II. Encoding and Economy

1. Introduction

Sources of Invariance in Natural Language as a computational system:

· Type 1. Necessary properties of computations, modulo a medium in which they take place

· Type 2. Economy of  computation, modulo resource types and restrictions

· level of system – level of individual operation 


"grammaticalized" – "non-grammaticalized"

· global in character 

· Type 3. General properties of computations specific to language

Aside:
lexical-conceptual or, possibly, more general cognitive sources of invariance 

Note: If the NL computations access (formal) features there is little reason to expect that computational invariants are realized as "exceptionless" macro-universals of the GB-type.

CBT consists of macro-universals, reflecting the How
CBT leaves open the Why
· Why must pronominals be free?

· Why must anaphors be bound? 

Same applies to R&R 93:

· Why must reflexivity be licensed?

· Why is reflexive marking enforced in the relevant environments?

Why ( shift the account from descriptive macro-universals to type 3, 2. and 1 invariance.

Requires investigating the micro-structure of binding.

- Investigate the range of variation in anaphoric systems: 

· There are systems with more distinctions than just the distinction between anaphor and pronominal. For instance (limiting ourselves to a very small subset of cases to exemplify the point): 

· Dutch has a 3-way system: pronominals such as hem 'him', simplex anaphors (henceforth, SE-anaphors) such as zich 'himself', complex anaphors (SELF-anaphors) such as zichzelf 'himself' (Koster (1985), Everaert 1986)

· Icelandic, and Norwegian with the other mainland Scandinavian languages) have a 4-way system: Pronominals, SE-anaphors, SE-SELF and Pronominal-SELF (e.g. Hellan 1988)
· In addition to structural conditions, also properties of predicates play a role in determining binding possibilities:

· English has John washed (no object) with a reflexive interpretation, but not *John hated
· Dutch has Jan waste zich (a SE-anaphor), but not *Jan haatte zich, etc.).

· "Reflexive" clitics in Romance and Slavic languages do not adequately fit in.  

· There is cross-linguistic and cross-anaphor variation in the binding domains 

· Scandinavian seg/sig versus Dutch zich

· Romanian sine (Sevcenco, work in progress)   

· Under certain structurally defined conditions certain anaphoric forms need not be bound

· Free ("logophoric") use of himself in English

· John was hoping that Mary would support *(no one but) himself

· Free ("logophoric") use of sig in Icelandic

· Certain languages allow locally bound pronominals

· him in Frisian: Jan waske him 

· 1st and 2nd person pronominals across the board: Ich wasche mich, jij wast je,  nous nous lavons, etc.

Results:

( There is no absolute binding obligation for anaphors

(  There is no absolute obligation of freedom for pronominals 

( It is impossible to provide an independent characterization of anaphors versus pronominals in terms of an intrinsic obligation to be locally bound or free (( [+ anaphor] and [+ pronominal] (Chomsky (1981 and subsequent work) are not primitive lexical features)

- Grammatical tools for encoding binding relations: 

Chomsky (1995) and subsequent work: syntax is a combinatorial system of objects from a strictly morphosyntactic vocabulary.  

( Indices have no status in the grammar, since they never have any morphosyntactic realization. 

( The results based on the use of indices are to be reassessed and stated either in proper syntactic terms or proper semantic terms. 

· Investigating binding:

i. Provide an independent definition of "binding" . 

ii. Investigate binding possibilities of elements in terms of 

A) their intrinsic feature content (only features that are independently motivated, such as person, number, gender, etc., not: +/- anaphor, +/- pronominal, etc.)

B) their internal structure (pronominal, additional morphemes) (see already 
Hellan 1988)

C) the interaction of these elements with the linguistic environment (semantic and syntactic) as it is driven by their features.

iii. Ideally no condition should be specific to binding 

( conditions on binding should follow from general properties of the computational system (feasibility, locality, economy)

Definition of A-binding (Reinhart (2000):

(1)
A-binding (logical-syntax based definition)

α A-binds β iff α is the sister of a λ-predicate whose operator binds β

This definition of binding covers both local and non-local binding, involving "pronominals"  and anaphors", as in (2):

(2)
a. 
John voelde zich wegglijden



John felt himself slip away


b.
John λx (x voelde [x wegglijden])

(3)
a.
Every boy left after Mary had laughed at him


b.
Every boy λx (x left [after Mary had laughed at x])

Narrow syntax versus logical syntax: 

· binding of him is not encoded in narrow syntax 

· binding of zich is syntactically encoded (Reuland 2001)

2. Encoding Anaphoric dependencies by Chains (Reuland 2001)
Starting point (Reinhart and Reuland 1993): 

(4) 
General condition on A‑chains
A maximal A‑chain (α1,..., αn) contains exactly one link ‑ α1 ‑ which is both +R and Case marked.

How to derive:

· maximality

· - R tail

· +R head

First focus on – R tail

MP (Chomsky 1995 version) limits the means available to express dependencies within CHL:

(5)
i.  The only ways to establish a dependency: Move/Attract and checking

ii. The only way to force a dependency: checking grammatical features in a checking configuration. 

(6)
DP
    I 
 V
 pronoun

|_______||____||_________|


    R1     
R2
R3
    

If and only if the pronoun is defective (a SE-anaphor, or equivalent) composing R1, R2 and R3 may yield a composite dependency (DP, SE) which carries over as an interpretive dependency at the relevant level. 

(7)
Lexical items and their features:
1. Lexical items are associated with a set of grammatical features (formal features);

a) in the lexicon, lexical items are listed with inherent features (e.g. person and gender for N);

b) upon insertion into the numeration, optional features are added (e.g. number and Case for N; person and number for V);

2. features come in two kinds: interpretable (e.g. number for N) and uninterpretable (e.g. Case for N, all Φ-features for V);

3. at the interface the uninterpretable features must be erased;

4. movement is triggered by an attracting feature;

5. covert movement moves formal features only;

6. the features of a complement move at most as far as (the features of) its head.

Chomsky (1995): feature movement is governed by attraction as in (8) (Chomsky (1995b:297):

(8)
K attracts F if F is the closest feature that can enter into a checking relation with a sublabel of K

There is no separate checking operation. Being in a checking relation just has the following automatic effects: 

(9)
a. a checked feature is deleted when possible

b. a deleted feature is erased when possible

(9) expresses that checking takes place as soon as a checking configuration has been established. The consequence of being in a checking relation is that as many features are deleted/erased as possible. 

The core syntactic dependency is that between two "occurrences" of a feature, one being deleted/erased by the other. 

· "possibility" in (9) is relative to other principles of UG. 

Specifically: 

· principle of recoverability of deletion (PRD). 

· being in a checking configuration entails deletion/erasure up to recoverability.  

Claim

· Nothing bars deletion of an interpretable feature if no violation of the PRD results. 

Example of encoding

Overt V-to-I
(10)
[- [I [Oscar [voelde+fin  [zich I [wegglijden-fin ]]]]]]

Oscar felt+fin
SE    slide away-fin
(11)
[Oscar [ [I,I voelde+fin I] [toscar [tv  [zich I [wegglijden-fin ]]]]]]

Effect of Case checking by zich
zich is characterized only as +D and 3rd person. It has no gender or number feature. The effect of movement is represented in (12), where FFz contains only a D-feature and a person feature:

(12)
[Oscar [[I,I FFz [I,I voelde+fin I]] [toscar [ tv [zich I [wegglijden-fin ]]]]]]

Oscar felt SE slide away

The 3rd person feature of Oscar will check any occurrence of 3rd person that it stands in a checking configuration with. 

Checking zich's features
Formal features such as category and person features are interpretive constants. Their contribution to interpretation is not dependent on the environment (for person features, at least within one reportive context). All occurrences of such features are therefore interchangeable Therefore, if we have a pair <Fc, Fc> and one member is used to delete the other, the remaining element can take over the role of the deleted one in full. 

( nothing bars deletion of the features +D and 3rd person in FFz under identity with the person and D-features of Oscar.

Linking
(13)
Chain definition

(α, ß) form a Chain if (i) ß’s features have been (deleted by and) recovered from α, and ii) (α, ß) meets standard conditions on chains such as uniformity, c-command, and locality

(14)
if (α,ß) is a Chain, and both α and ß are in A-position, (α,ß) is an A-Chain

NB. 
Not all pairs (α, ß) such that one deletes a feature of the other qualify as Chains. 

(13) singles out those cases where ß’s features are exhaustively deleted (and  recovered). 

Chain composition

(15)
If (α1,α2) is a Chain and (ß1,ß2) is a chain and α2=ß1 then (α1,α2/ß1,ß2) is a CHAIN.

If linking applies to the objects (α1,α2) and (ß1,ß2), the member to be eliminated is α2/ß1. The ensuing CHAIN is (16):

(16)
(α1,ß2)

( SE-anaphors enter into a real dependency with their antecedents within CHL. 

Crucial: Pronominals cannot enter in the same type of dependency

Consider (17)

(17)

*De jongens voelden hen wegglijden

The boys felt them slide away

Up to checking, the derivations are equivalent. The relevant structure is in (18) with FFh representing the formal features of hen.

(18)
[De jongens [[I,I FFh [I,I voelden+fin I]] [tde jongens [ tv  [hen I [wegglijden-fin ]]]]]]

FFh contains category, person, gender and number. 

Options: 

i. Number is special by itself: 

· Carries semantic content: different occurrences in the numeration make independent contributions to interpretation ( deleting an occurrence of number violates the PRD

ii. Pronominals are marked for definiteness, SE-anaphors are not (may depend on number property)

· Definiteness instruction for interpretation: access discourse, check existence of “file card”, if it exists update, if it does not create one.

· If a pronominal would be part of a chain, independent access to discourse is ruled out by the very nature of chain formation ( instruction for interpretation cannot be carried out ( * (violation PRD) 

Features and feature bundles
Assumption: 

· Features are visible for attraction

· the objects to be interpreted are always feature bundles that have an independent status in the computational system (see also Pesetsky 1998):

· Within CHL Φ-feature bundles (such as pronominals, SE-anaphors) correspond to morphological objects.

· Φ-feature bundles, but not the individual Φ-features, correspond to variables at the C-I interface. ( only Φ-feature bundles can be manipulated by CHL and may enter syntactic dependencies that can be interpreted. 

Leads back to the discussion of (13) repeated here:

(13)
Chain definition

(α, ß) form a Chain if (i) ß's features have been (deleted by and) recovered from α, and ii) (α, ß) meets standard conditions on chains such as uniformity, c-command, and locality

Reading ß’s features as all of ß’s features ( bypassing the number feature of β entails that the conditions for Chain formation are not met. 

( Mismatches in (19) correctly ruled out:

(19) 
a.
DP1
V
[γ SE F DP2 V ]

b.
De held/*Ik hoorde [zich de soldaten verdedigen] 

The hero/*I heard [SE the soldiers defend]

First and second person pronouns

(20)
a.
Ik/jij voelde mij/je wegglijden

I/you felt myself/yourself slide away

b.
Wij/jullie voelden ons/je wegglijden

We/you felt ourselves/yourselves slide away

These pronouns allow variable binding, as demonstrated in (21):

(21)
a. 
Wij voelden ons wegglijden en jullie ook

We felt ourselves slide away and you too

b.
Wij λx (x voelden (x wegglijden)) & jullie λx (x voelden (x wegglijden))

Claims: 

· no grammatical number (rather inherently specified)

· the interpretations of different occurrences of the same pronoun are not independent, but determined by the parameters of the speech event in terms of source/speaker (1st person) and goal/addressee (2nd person) ( no updating of file cards

· All occurrences of ik/mij have the same value in a given sentence. 

· For wij/ons the same holds true: within the same sentence it is impossible for an occurrence of wij to refer to a different collection of individuals than ons. 

( 
checking and deletion of person and number in 1st and 2nd person pronouns is not barred by the PRD ( chain formation is possible 

· ( a distinction between interpretable feature and interpreted feature

But why the contrast in (22):

(22)
a.
*Oscar voelde hem wegglijden

Oscar felt him slide away

b.
Oscar voelde zich wegglijden

Claim: (22a) does not cause a syntactic crash.

Derived by

Economy of Encoding (modeled on Reinhart's Rule I):

(23)
Rule BV: Bound variable representation

NP A cannot be A-bound by NP B if replacing A with C, C an NP such that B heads an A-CHAIN tailed by C, yields an indistin​guishable interface representation.

Why Rule BV? 

· Economy

3. Remarks on economy

Economy of encoding:

Narrow syntax < logical syntax (C-I interface) < discourse

Possible rationals:

1. Demand on processing resources: close an open expression as soon as possible (Reinhart 1983)

2. Intrinsic (narrow syntax is automatic, blind)

3. Number of crossmodular steps (Reuland 2001)

4. Temporal course of parsing (Friederici & Kotz 2003)

5. Cooperation: "if a certain interpretation is blocked by the computational system, you would not sneak in precisely the same interpretation for the given derivation, by using machinery available for the systems of use" (Reinhart 2000, 2006)  

Ad 3: 
If expressions α and ß are to receive the same value, the following cases are to be distinguished:

(24)
a. 
Discourse storage (values)

a

a

|

|
C-I objects (variables)
x1

x2
|

|
Syntactic objects (CHAINs)

C1

C2
Basic expressions


α
...
ß

b. 
Discourse storage (values)

a



|



C-I objects (variables)
x1  
(
x1
|

|
Syntactic objects (CHAINs)

C1

C2
Basic expressions


α
...
ß

c. 
Discourse storage (values)

a

|
C-I objects (variables)

x1 






|


Syntactic objects (CHAINs)

C1  
(
C1
Basic expressions


α
...
ß
Consider again rule BV and the ill-formedness of (22a):

Option 1

Rule BV: The feature composition of zich is compatible with <John, zich> forming a syntactic chain by chain composition; the feature composition of hem is not. If so, using zich is preferred and blocks using hem. (a direct comparison between the pronominal and the SE-anaphor) 

The Narrow Syntax encoding of a dependency involves less cross-modular steps than the Logical Syntax encoding, and is hence preferred ( Invariant of type 2 
But: Distinguish between preference and blocking

· processing experiments ( BV interpretation is more easily accessed than coreference (Burkhardt 2005, Vasic 2006, Koornneef 2006, in preparation)

· But: Reinhart (2000, 2006) notes it cannot be that simple: 

In VP ellipsis the coreference interpretation is available, and in 2. and 3. it is not:

1. Max likes his mother and Felix does too (both strict and sloppy)

2. He likes Max's mother and Felix does too (he=/= Max)

3. Max praised him and Lucie did too (him=/=Max)

( simple comparison does not work

Independent issue: How to establish the process that blocks other options if not available.

Effect not limited to "grammar discourse" interface

· binding in Brazilian Portuguese (BP) (Menuzzi 1999):

· BP has two ways of expressing the 1st person plural pronominal: a gente and nos. 

· 1st person interpretation notwithstanding, a gente is formally 3rd person, as indicated by verbal agreement (  nós and a gente differ in Φ-feature composition. 

· nós is a possible binder for a gente and vice versa ( for binding the semantic type prevails.

(25)
a.
Nós achamos que o Paolo já  viu a gente na TV

We think that Paolo has already seen us on TV 

b. 
A gente acha que o Paolo já nos viu na TV

We think that Paolo has already seen us on TV

This option also exists in a more local environment such as locative PPs.

(26)
a. 
Nós tinhamos visto uma cobra atrás de nos



We had seen a snake behind us

b.
A gente tinha visto uma cobra atrás de nos

We had seen a snake behind us

c.
A genta viu uma cobra atrás da gente

We saw a snake behind us

· In this environment Dutch and English show no complementarity between pronominals and anaphors. 

· ( it is an environment outside the domain of the chain condition. 

· But: in (27) a semantic match is not sufficient. Binding is ruled out unless antecedent and pronominal match in Φ-features. 

· A gente cannot bind nos, nor can nos bind the 3rd person clitic se, which would be the proper bindee for a gente. 

(27)
a.
Nós deviamos nos preparar para o pior

We must prepare ourselves for the worst



b.
*A gente devia nos preparar para o pior



c.
A gente devia se preparar para o pior



d.
*Nós deviamos se preparar para o pior

· This is the domain of the chain condition: Since syntactic chains are based on Φ-feature sharing, non-matching features result in an ill-formed syntactic object. 

· In Chomsky (1995)'s  terms, they lead to a cancelled derivation. Within the economy approach of Chomsky (1995) a cancelled derivation blocks alternatives. 

· The organization of the grammar must make it impossible to bypass the chain-forming mechanisms, and take the option in which a gente in (27b) simply semantically binds nos – which we know it can do. 

· You are not allowed to bypass a NS prohibition by resorting to a 'logical syntax' strategy (generalizing Reinhart 2000, 2006)

· Facts of the BP type show that the syntactic micro-structure down to the level of morpho-syntactic features plays a crucial role in the conditions on binding. 

Claim: "starting point" is determined by economy

Generalized economy principle:

"If a certain interpretation is blocked by some subsystem of language you may not sneak in precisely the same interpretation for the given derivation, by using machinery available to a less economical system" 
Aside: Rule H (local binding) (Fox 1998) sensitive to plausibility ( not grammatical

Suppose John is a gambler, Bill does not like gambling himself but enthrusts John with his capital

· Jan durfde niet toe te geven dat hij in Vegas zijn fortuin verspeeld had en Bill ook niet J J J B J B

· John did not dare to admit that in Vegas he lost his fortune, and Bill did not either

( Option 2 for the zich/hem contrast in (22):

(22)
a.
*Oscar voelde hem wegglijden

Oscar felt him slide away

b.
Oscar voelde zich wegglijden

The competition between zich and hem is indirect:

· forming an <Oscar, zich> chain is allowed, given the principles of chain formation given

· forming an <Oscar, hem> chain is not allowed given the PRD

· ( directly forming Oscar λx (x P x) in logical syntax is blocked 

· ( only <Oscar, zich> is left

· ( if a language has locally bound (3rd  person) pronominals the absence of a competitor is not enough: the relation between pronominal and V must be involved

The case of Frisian is crucial: 

· locally bound pronominal is licensed due to a different Case relation ( the issue of forming a chain link does not arise (no crash, but impossible)

Condition on tails: PRD

Condition on head: 
1 economy ( maximality




2 syntactic requirement on head: must be able to check uninterpretable 


features on T: SE cannot do that

( 
if an anaphor has the required phi-features (Modern Greek, Georgian, etc.) it may head 
a chain

Definiteness and POSS Anaphors
Question: Why do languages as varied as Icelandic, Rumanian, Russian and other Slavic languages have POSS anaphors, whereas Dutch, German, English, Italian or Modern Greek don’t? 

Independent parameter:

· Icelandic, Rumanian, Russian, etc. either have definiteness marking by postnominal affix/clitic or no obligatory definiteness marking at all

· Dutch, German, English, Italian, Modern Greek, etc. mark definiteness by prenominal article.

Claim: The POSS position is in principle accessible for chain formation with the verbal functional system (Case) ( POSS anaphors are subject oriented

If definiteness is marked on (the) POSS (position) ( 

· a POSS SE-anaphor is impossible 

· a POSS pronominal cannot enter the chain (due to PRD) 

4. Why I:  Why is there a condition B?

· Separate reflexivity effects from chain formation effects

· Reflexivity effects are independent of the pronoun/anaphor distinction.

(28)
i. Reflexivity; 


a.
Jan haat *zich/zichzelf (Dutch)

b. 
Peter hader *sig/sig selv (Danish)

c.
Jan hatet *him/himsels (Frisian)

John hates himself

ii. Chain formation:


a. 
John voelde [zich/*hem wegglijden] (Du)


b.
John fielde  [him fuortglieden] (Fr)


c.
John λx (x felt [x slip away])

Reinhart and Reuland (1993): 


Condition B: A reflexive (semantic) predicate is reflexive-marked

Reuland (2001): 


Rule BV: Bound variable representation 

The translation process leading to binding is intrinsically free; hence why Condition B or anything like it?

Re Reflexivity:  Core configuration:
(29)
DP V pron ( * ( λx (x V x) 

Schladt (2000):

Languages avoid this configuration:

· Adding SELF (additional use as focus marker, intensifier)

· Doubling

· Bodyparts (most predominant in Schladts 147 languages sample)

· Verbal marker

· Embedding the bound variable in a PP

"Something has to be done" to license reflexivity ("reflexive marking"):
Further examples

(30)
raamani tan-nei *(tanne) sneehikunnu (Malayalam, Jayaseelan 1997)

Raman  SE-acc     self   loves 

Raman loves him*(self)

(31)
Peranakan Javanese (Cole, Hermon, Tjung, Sim & Kim, to appear)

i. 
[Gurue Tonoj]i ketok dheen*i/j/k nggon kaca. 

teacher-3 Tono see 3sg in mirror

'Tono's teacher saw him/her in the mirror.'

ii.
Alij ngomong nek aku pikir [Tonoi ketok awake dheeni/j/k nggon kaca].

Ali N-say COMP 1sg think Tono see body-3 3sg in mirror

'Ali said that I thought that Tono saw himself/him in the mirror.'

(32)
Kannada (Lidz 1996) 

a. 
naanu nannannu *hoDede / hoDedu-koNDe 

I I-ACC beat-tns-agr / beat-VR-tns-agr

“I beat *me / myself”

b. 
niinu ninnannu *hoDede / hoDedu-koNDe

you you-ACC beat-tns-agr / beat-VR-tns-agr

“You beat *you / yourself”

c. 
hari tann-annu hoDe-du-koND-a

hari self-ACC hit-PP-REFL.PST-3SM

“Harry hit himself”
(
Why must Reflexivity be licensed?

Or conversely: Why is "brute force reflexivization" ruled out?  

"brute force reflexivization": binding of one argument of a predicate (e.g. a direct object pronoun) by another (e.g. the local subject), where the bound argument is an expression solely consisting of phi-features (person, gender, number), thus hem 'him', zich, sig, etc., but not zichzelf, etc. 

For sake of concreteness, consider: 

(33)
a. 
[DP [V Pronoun]]


b. 
*Jan haat zich  (Dutch)

John hates SE 


c.
*Jan hatet him  (Frisian)

Claim: (11a) is ruled out due to a basic property of any computational system

· IDI=Inability to Distinguish Indistinguishables.

Condition B of R&R (1993) reflects an Invariant of type 1. 


By assumption:  V is a 2-place predicate that has to assign different theta-roles to subject and object ( two different objects are required to bear the theta-roles (theta-criterion) 

Translating pronouns as variables + definition of binding ( 
(34)
DP (x [x V x)] 

(34) contains two tokens of the variable x.

Claim: due to IDI the computational system cannot read them as two objects.

Two tokens of the same element can only be distinguished if they qualify as different occurrences. (Chomsky 1995: an occurrence of x is the expression containing x minus x)

· John was seen (John)

· – was seen John

· John was seen – 

Tools for keeping track: Order, Hierarchy

Order: 

PF property, not available at the C-I interface

Hierarchy:
Interpretation at the C-I interface ( breakdown of purely syntactic hierarchy



(e.g. X' and its equivalents)

Translating DP V pronominal at the C-I interface involves the steps in (35):

(35)
[VP x  [V' V x ]] (  ([VP V  "x x" ]) ( *[VP V  x]



1


2

3

· The second step with the two tokens of x in "x x" is virtual (hence put in brackets)

· With the breakdown of structure, and the absence of order, stage 2 has no status in the computation: 

· Eliminating V' ( stage 3. 

IDI 
( haten 'hate'  as a 2-place predicate sees only one argument in (33). 

( one theta-role cannot be assigned, or two roles are assigned to the same argument

( theta-violation ( prohibition of "brute force" reflexivization.

(
Issue: How to obtain a reflexive interpretation while avoiding "brute force"  reflexivization?

i)  make the argument structure compatible with this effect of IDI ( apply a lexical or syntactic reduction operation on the argument structure

ii) keep the two arguments formally distinct

( Different roles of "Reflexive Marking": Valence reduction versus Protection
Valence reduction

(36)
a.
The children washed


b.
Gosha suu-n-ar (Sakha, Vinokurova 2005)



Gosha wash-refl-pres


c.
O Yanis plithike (Modern Greek)



Yanis washed-refl

d.
Dan hitraxec (Modern Hebrew, hitpael template)




Dan washed
Reinhart (2002) and Reinhart and Siloni (2005):  

· operations on argument structure (Passive, Middle formation, (De)causativization and Reflexivization.)

· Reflexivization: valence reduction of a 2-place relation ( bundling of theta-roles 
(37)
Reduction of an internal role  - Reflexivization


a. Vacc (θ1, θ2) ( Rs(V) (θ1- θ2)

b. V[Agent]1 [Theme]2 ( V[Agent-Theme]1
Valence reduction may also affect the Case assigning properties of the predicate. Reflexivization is parameterized in two respects:

· Languages vary as to whether valence reduction also eliminates the accusative (e.g. English, Hebrew), or leaves a Case residue that still has to be checked (e.g. Dutch, Frisian, Norwegian) 

· Languages vary as to whether reflexivization applies in the lexicon or in the syntax.

· Lexicon: V[Agent]1 [Theme]2 ( V[Agent-Theme]1 

· Syntax:  Upon merge of an external argument, a stored unassigned θ-role must be discharged: [θi]1+[θk].
· Hebrew, English, and Dutch, among others have valence reduction in the lexicon; the element zich in Jan wast zich is only there to check the residual case left by the reduction operation

· French, Italian, Serbo-Croation, etc., have "bundling" in the syntax. "Reflexive clitics" such as se enforce the bundling operation. 

General structure: (38) 

(38)
DP V(-)Morph ( Refl      

Morph: varies over clitics, verbal affixes such as –n- in Sakha, -te in Modern Greek, -Kol in Kannada, sja in Russian, zich in Dutch, etc.

Task: to determine for each language what precisely Morph contributes..

Protecting the variable.

Keeping the arguments distinct:

· any embedding of the second argument will do, provided it is preserved under translation into logical syntax

· Reflexive-licensers (or briefly licenser) are the morphological elements that achieve this. 

The general structure:  

(39)
a. 
DP V  [Pronoun Morph]


b.
DP (x [V(x, [x M])]

Particular instance: zelf in Jan bewondert zichzelf  'John admires himself':

General: intensifiers, focus markers, doubling, bodyparts, prepositions, etc. 

Limitations on Freedom:  choice and interpretation of M are limited by conditions of use:

· (39) should be useable to express a reflexive relation. 

· if M is interpreted as yielding some function of x, use restricts what are admissible values.

(40)
DP ((x V(x, f(x)))

Condition: ||f(x)|| is sufficiently close to ||x|| to stand proxy for ||x||

Proper logical syntax representation of cases where Morph is a Body-part, a Focus marker,  an Intensifier, etc. 

Space for variation: Any verbal morpheme that introduces an asymmetry between the two arguments that is retained in logical syntax will have the required effect. 

The condition in (40) represents a requirement of FIT: An encoding should FIT conditions of use. 

Two strategies illustrated:

(41)
Georgian (Amiridze 2006)

a.
giorgi-mi tav-ii ø-i-k-o (simplex + i)
Giorgi-ERG self-NOM 3BNOM.SG-PRV-praise-3AERG.SG.AOR.INDIC

“Giorgi praised himself”

b.
* giorgi-mi [tavis-i tav-i] i ø-i-k-o (complex + i)
Giorgi-ERG 3REFL.POSS.SG-NOM self-NOM 3BNOM.SG-PRV-praise-3AERG.SG.AOR.INDIC

“Giorgi praised himself [not me, you or someone else]”

c.
giorgi-mi [tavis-i tav-i] i ø-a-k-o (complex + a)
Giorgi-ERG 3REFL.POSS.SG-NOM self-NOM 3BNOM.SG-PRV-praise-3AERG.SG.AOR.INDIC

“Giorgi praised himself [not me, you or someone else]”

d.
*giorgi-mi tav-ii ø-a-k-o (simplex + a)
Giorgi-ERG self-NOM 3BNOM.SG-PRV-praise-3AERG.SG.AOR.INDIC

“Giorgi praised himself”

e. 
mam-iko-s i ø-u-xar-i-a, rom (locality)
father-DIM-DAT 3BDAT.SG-PRV-be.glad-TS-3ANOM.SG that

ana- ø j [tavis tav-s]*i/j kargad ø -u-vl-i-s

Ana-NOM 3REFL.POSS.SG self-DAT well 3BDAT.SG-PRV-take.care-TS-3ANOM.SG

Daddy he.is.glad.of.it that Ana self’s self well she.takes.care.of.her

“Daddy is glad that Ana takes care of herself/*him well”

5. Why is there a Condition A? What is the relation between Reflexive licensing and binding  obligations?

(42)

John expected Mary to see him(*self)

Results so far ( Reflexive licensing and binding requirements are independent

Evidenced by: 

Malayalam (Jayaseelan 1997):  

(43)
a. 
raamani tan-nei *(tanne) sneehikunnu

Raman  SE-acc     self   loves 

Raman loves him*(self)

b. 
raamani wicaariccu [penkuttikal tan-nei tanne sneehikkunnu enn@]

     
Raman thought       girls       SE-acc  self     love         Comp

'Raman thought that the girls love himself'

c.
*Ramani thought that the girls love himselfi
Peranakan Javanese (Cole, Hermon, Tjung, Sim & Kim, to appear)

(44) 
i. 
[Gurue Tonoj]i ketok dheen*i/j/k nggon kaca. 

teacher-3 Tono see 3sg in mirror

'Tono's teacher saw him/her in the mirror.'

ii.
Alij ngomong nek aku pikir [Tonoi ketok awake dheeni/j/k nggon kaca].

Ali N-say COMP 1sg think Tono see body-3 3sg in mirror

'Ali said that I thought that Tono saw himself/him in the mirror.'

Not surprising: Local binding is not an absolute requirement on self, even in English: 

(45)
a.
*Maxi expected the queen to invite himselfi for a drink

b.
Maxi expected the queen to invite Mary and himselfi for a drink

Note: From the morpho-syntactic representation in  (DP V  [Pronoun Morph]) it does not follow that Morph marks the predicate as reflexive. 

So, in understanding reflexivization the following questions arise:

i.
If the licenser enforces a reflexive interpretation of the predicate, how does it do so? 

ii.
Broad question: Is binding enforcement a type 3 or a type 2 effect?

Caveat: Many languages still require more detailed investigation concerning whether or not reflexivity is enforced, and if it is, under what conditions.

Guiding principles: 

· assume only what is independently motivated;

· the properties of reflexive licensers should follow from  minimal assumptions about their syntax and semantics;

· no special assumptions should be made about the computational and interpretive systems. 

Consider:

(46)
a. 
DP .... [V] [DP PRON [ SELF]]

b.
DP .... [SELF V] [DP PRON [ e]]

Assume: SELF may covertly combine with V, as it overtly doesn in self-destruction 

So, even if it may combine, why must it combine (if it can)

Two scenario's for the contribution of SELF:

· a lexical semantics-based scenario

· an inalienable possession-based scenario

Preliminary remark: The interpretation of adjunction

Chomsky (1995, and subsequent work): 

Basic combinatory principle: Merge 

· Set-merge: 
Set-merge reflects predicate-argument relations

· Pair-merge: 
Adjunction,  interpretation by intersection (Chomsky 2001) 

A lexical semantics-based scenario
Consider again:

(47)
a. 
DP .... [V] [DP PRON [ SELF]]

b.
DP .... [SELF V] [DP PRON [ e]]

The question: how a reflexive interpretation of (25b) be enforced syntactically. 

For deriving enforcement the following empirical assumptions and steps suffice:

i. self has minimal semantic content. It is a relational noun with the argument structure SELF<x,y> intrinsically denoting a reflexive relation. Thus, its semantics is:  (x. (y. (x=y).

Empirical assumption about the lexical semantics of self.
Comment: That self has minimal semantic content is uncontroversial. The specific semantics assigned has the status of a meaning postulate. 


NB. The use of SELF as a protecting and/or identifying element is perfectly well 
compatible with it being used as an intensifier. Anne Zribi-Hertz (personal 
communication) prompted me  to think about the relation of  SELF as an intensifier, 
and its status as a relational noun expressing identity in the present derivation. In fact, 
use as an intensifier appears to be quite in line with expressing an identity relation. 
Elements expressing sameness do occur as intensifiers, witness French même, and 
Russian sam(yj), and of these même 
also occurs as a reflexivizer. 


( Proposal: the relation between these notions is not as in (i), but as in (ii):


(i)
*intensification ( reflexivization





(ii)
identification ( reflexivization



identification ( intensification

ii. elements whose semantic content is under a certain threshold are –Ref(erential) Empirical assumption about the relation between semantic properties and interpretation.
Comment: The assumption itself is widely shared. (E.g. Under grammaticalization theory grammaticalized elements have reduced lexical content and lose their canonical role.) 

Caveats: 
Requires theory of threshold values

The –Ref property must be read off the lexical representation. 

Distinct from notion +R in the typology in R&R 93

iii. the head of  –Ref Arguments (may) (covertly) head-adjoin to the predicate (incorporate?) in order to saturate a thematic role. 

Empirical assumption about argument licensing
Comment: There are independent reasons to assume that self may adjoin. But: should not be special fact about self, but follow from the general structure of the computational system (Baker 1996, 2001)

- Certain types of DPs (typically, full DPs) are interpreted as independent arguments, and that others (for instance, bare plurals) are not (De Hoop 1992: are interpreted by semantic incorporation). See also a recent elaboration by Chung and Ladusaw (2004). 

- Claim: syntactic head-adjunction ( the intersection interpretation

NB. Leaves open how reflexive marking by elements such as même, samyj is captured (explicit effect of their semantics?) 

iv. Self –movement can only be to the nearest c-commanding predicate. Follows from general theory of movement
Comment: Minimality is a fundamental property of (overt and covert) head-movement. 

(48)
[ H3  [ H2   [ H1 ]]] + Move H1 
( [ H3  [ [H1 H2]   [ (H1) ]]]







*([ [H1 H3] [H2 [ (H1)]]]

The result  of the (covert) movement can be represented as in (49):

(49)
a.
…. [V<y,x>  …. [ Pron [SELF<x,y> ]] ]

b.
…. [SELF<x,y>  & V<y,x> ]…. [ Pron - ]

v. binding is enforced for one of the following reasons:

a. Head-movement is the only way to interpret –Ref arguments

b. The intersection between self and the predicate it adjoins to is a reflexive relation. This effectively turns self into an operator on the argument structure of V, requiring that values for subject and object arguments are identical. 

· Self is attracted by an operator feature on the verb.

c. The intersection between self and the predicate it adjoins to is a reflexive relation. This yields a syntactic encoding of an interpretive dependency, which is preferred by economy (as already stated in the first part of this section). 

Consequences of steps so far together with a general property of the grammar.

Comment: First, note that what we have here is indeed predicate composition resulting in a predicate meeting the joint interpretive requirements of each of the composed predicates. The effect of the semantics of self is that the interpretation of the second argument of the SELF-marked head will be restricted to values of x. The logical syntax representation of (50a) is (50b)/(50c):

(50)
a. DP V himself

b. DP λx (V (x, him) & =(him, x))

c. DP λx (him λy(V (x, y) & =(y,x))

This structure is interpreted as reflexive, but arity is respected since the two arguments of V are formally distinct in this representation. Hence the dependency as it is syntactically encoded is also licensed. 

Three possible general mechanisms. ( Requires motivated choice 

Ad a) Empirically, a) could be correct in the languages under consideration. However it leaves open the question of how to interpret the occurrences of self that are in exempt position. 

Ad b) There is some prima facie evidence for the assumption that self is a verbal operator. 

· self favors a distributive reading of the predicate it is an argument of. 
· cannot be felicitously combined with an explicit distributive operator such as elk 'each', as in *?de politici bewonderden elk zichzelf  'the politicians admired each themselves'

· A Distr position associated with the verb and attracting self would capture that. 

Ad c) Simplest possibility. Needs the fewest assumptions: given that adjunction of self yields the syntactic encoding of a binding dependency, this encoding is preferred by economy over other interpretive options (note that it is compatible with self being an operator on the verb). The apparent clash between economy and interpretability in cases like *I hated himself follows from the fact that a "cancelled derivation" (resulting from a feature clash) is still ranked in an economy evaluation (see Chomsky 1995) 
Conclusion: The three mechanisms in v. are all general ( the obligatoriness of "binding" can be mechanically derived from general principles of grammar with minimal assumptions about the lexical semantics of self. 

The inalienable possession model (IP)
The lexical semantics model cannot extend to other types of reflexive licensers, such as bodyparts. At least certain bodypart reflexives are obligatory reflexivizers (Georgian). The question is how and why?

Proposal: "inalienable possession" (IP) constructions may provide a model for complex reflexives (Pica 1987, Pica 1991, Everaert 2003).

Some typical IP constructions:

· John craned his neck, Everyone craned his neck, but not *I craned his neck. 

· John extended his hand, Everyone extended his hand, but not *I extended his hand. 
But: consider (51)-(53):

(51)
a. John raised his eyebrows


b. *I raised his eyebrows

(52)
a. John sprained his ankle


b. *(?)I sprained his ankle.

(53)
a. During the fight, John twisted his ankle


b. During the fight, I twisted his ankle

Task: formally distinguish the IP cases from the non-IP cases. 

· the IP and the non-IP versions of the predicate are not strictly identical (non-agentive versus agentive)

Less straightforward in (54):

(54)
a. John proffered his hand 

b. John proffered his bottle

Small difference: 

· canonical transaction in (54b): can be completed by taking the bottle

· not so in (54a): cannot be completed by "taking" the hand.

Caveat: What does being a real IP entail? 

(55)
DP V [IP Poss NP]]

In (55) Poss is not obligatorily bound by DP: 

(56)
a. Johni hit hisi,j knee (no bias)

b. Johni hated hisi,j face (no bias)

c. Johni hated hisi,j body (slight bias, but:)

d. I hated hisi body (fine)

e. Johni hated hisj guts (somebody else)

(
deriving the binding obligation of complex anaphors from an IP type strategy requires at least one additional assumption

Obs: The relevant IP cases do not involve an independent object participating in the relation 

( 
the inalienably possessed element is not referential in the way canonical arguments are 

(
scenario with covert adjunction/incorporation
Consider (57)

(57)
a. 
DP .... [V] [DP PRON [ BP]]

b.
DP .... [BP V] [DP PRON [ e]]

Implementation:

i. BP has minimal semantic content. 

Empirical assumption about the lexical semantics of BP.
Comment: No specific assumption about the BP's semantics is involved. 

ii. Elements whose semantic content is under a certain threshold are –Ref

Empirical assumption about the relation between semantic properties 

and interpretation.
Comment: It remains to develop a theory of thresholds. We must assume that the –Ref property can be read off the lexical representation. 

iii. the head of –Ref Arguments (may) (covertly) adjoin to the predicate (incorporate?) in order to saturate a thematic role. 

Empirical assumption about argument licensing
iv. BP –movement can only be to the nearest c-commanding predicate. 

Follows from the general theory of movement
Comment: Just a blind syntactic process.

v. BP is a relational noun.

Empirical assumption about the lexical semantics of BP.

Comment: Expressing an intrinsic relation is a property self shares with body-part expressions. More in particular, I will be assuming the following general internal structure for body-part expressions, where the variables stand for theta-positions of the head:
(58)
[DP PRON [NP BP < x,   y>]]  



x bears the referential role in the sense of Zwarts (1993). Thus, BP(x) in (58) defines the set expression, the set of objects that stand in the "body-of" to relation to y. 

· The inalienable possession interpretation of "body-of" is intrinsically represented in its lexical structure and hence in the relation it denotes. 

NB. In case of "alienable" use of inalienably possessible elements (the "severed hand") a lexical reduction operation is involved.

(  hand, foot, etc. have dual, but rule-related entries. 

· The body-of-relation is restricted to pairs such that x is the inalienable body of y, excluding other types of "possession". 

· Given the condition of FIT on the use of BP-expressions as variable protectors, the value of x can stand proxy for the value of y.  Next, y must be formally linked to an argument, as in the body of John. 

· The specifier (POSS Phrase) in a nominal expression may receive any role assignable by N that is still free in the domain of NP (Higginbotham 1983). Thus, if there is no complement of N bearing the IP role (of the y-argument), the IP role goes to PRON. 

vi.  The relation expressed by BP composes/intersects with the relation expressed by the verb that BP adjoins to. 



General property of the interpretation of adjunction

Comment: Composing and intersecting the predicate P ( R1 = <u, v>) and the IP-expression (R2 = <w, z> ) yields P(
IP = R1 ( R2, which denotes the set of pairs <x, y> such that <x, y> is both in R1 and R2. Assume that for the argument structure of some verb V, x stands for the external role and y for the internal role. In the case of BP the variable of the set expression stands for the internal role; the role that goes to PRON is the external role. If V composes with BP in the structure of (40) the internal role of V and the internal role of BP will match just as the external role of V and the external role of BP.

 vii. binding obtains.


Consequence of previous steps

Comment:  Binding follows from composition/intersection. Given a predicate P denoting the relation R1 <x, y>, and an IP expression denoting the relation R2 <w, z> = <w, BP(w)>, the restriction on the IP relation, namely that the internal argument must be able to stand proxy for the external argument is inherited by P(IP. Hence, P(IP will denote the relation R1r = <x, BP(x)> as a subset of R1. 

For the relevant structure consider (59): 
(59)
V<x,y>  [DP PRON [NP  BP  < y  ,  x >]]

 

  



Via its y-argument BP is linked to the internal role of the verb, via the x-argument PRON is linked to the external argument of BP and to the external argument of the verb. Note that for the internal argument of the verb this is straightforward, since it is free the moment composition takes place. For the external argument we must be careful since regardless of the technical timing the subject and PRON may seem to compete for the same role. However, in logical syntax PRON translates as a variable. Assuming that predicate composition applies in logical syntax we have the right result: predicate composition can take place as required provided PRON translates as a variable bound by the external argument of V.

viii. Binding is enforced for one of the following reasons:
a. Head-movement is the only way to interpret –Ref arguments

b. -

c. The intersection between BP and the predicate it adjoins to is a reflexive relation. This yields a syntactic encoding of an interpretive dependency, which is preferred by economy. 




Consequence of previous steps
Comment: Option b of the discussion of SELF-movement is not applicable here. Hence, only the a- and the c-options should be considered. As in the case of self, the c-option is the simplest, hence preferred. 

The derivation maps (60a) onto the logical syntax representation (60c) via (60b) (head movement/ adjunction + composition/intersection)

- xDP stands for the variable resulting from Quantifier Raising the subject

- fN for the function interpreting the Bodypart expression

- xhis for the variable resulting from translating his (for perspecuity's sake the internal argument linking has been left implicit)

- (60d) has the flat resulting structure assumed for Logical Syntax:

(60)
a. [DP
[V  
[his N]]]


b. DP 
[ N-V   [his (N)]] 


c. DP ((x [ xDP [||N(V||  fN (xhis)) ]]


d. DP ((x [||N(V|| (x, f(x))]

( the IP model combines protection, the obligation of binding and a formal binding relation in logical syntax.

Summary 

· Two derivations of how a reflexivizer may enforce binding. 

· No assumption that is specific to binding. 

· Difference: i) based on identity requirement expressed by self; ii) relational character of  BP expressing an IP dependency between its own two arguments. 

· Asymmetry: 

· The BP model could in principle apply to self–reflexives;  

· The SELF-model cannot be applied to all BP-IP

· The strongest position: there is only the IP strategy with self as a limiting case

Towards a further simplification:  FIT + Economy

Recall: 

(40)
DP ((x V(x, f(x)))

Condition: ||f(x)|| is sufficiently close to ||x|| to stand proxy for ||x||


(18) is a condition of FIT

A strict economy approach ( Whether or not Morph in (60) obligatorily adjoins to V is determined by FIT and Economy. 

Economy ( syntactic encoding of an interpretive dependency if possible ( adjunction of Morph onto V (deriving (60b) from (60a)) is obligatory if (60c) is met:

(60)
a. 
DP V  [Pronoun Morph]


b.
DP Morph-V  [Pronoun (Morph)]


c.
FIT: ||M(V|| can stand proxy for (x (x V x )/ (x (x V f(x))

Crucial condition:  ||M(V|| FITs the intended reflexive relation with DP binding Pronoun. 

( The difference between the SELF-strategy and the IP-strategy as strategies that differ in any theoretically significant way is obviated. 

Summary II

i. 
BP-head/SELF is a relational N

ii. 
The semantic properties of BP/SELF: The semantic properties of BP/SELF impose strong restrictions on the choice of the value of one argument, in terms of the value of the other one. Possibly as strong as identitity in the case of SELF, minimally as strong as the requirement that values of the internal argument can stand proxy for the values of the external argument (x and the body of x). 

iii.
Intersecting the relation RPRED= <x,  y> with the relation RIP= <x, BP (x) >, yields the relation Rr = <x, BP (x)> as a subset of R. If BP(x) can stand proxy for x, Rr = <x, BP (x)> can in principle stand proxy for a reflexive relation Rreflexive = <x, x>.

iv
Two general principles determine the obligatoriness of reflexive binding:


a. FIT; b. Economy

( cross-linguistic (and intra-language) variation in the obligation to reflexivize either involves syntactic factors (for instance factors prohibiting movement), or lexical factors preventing FIT.  

6. From invariants to variation: Masking

From Kannada (Dravidian) and Mizo (Tibeto-Burman) to Juang (Austro-Asiatic) (Lust, Wali, Gair, Subbarao (2000)

From fit to puzzle (locally bound pronouns): what is the locus of the variation? 

Masking

Consider the following pattern in French Zribi-Hertz (1989). 

(61)
a.
Jean est fier de lui/lui-même



Jean is proud of him/himself



b.
Jean est jaloux de *lui/lui-même



Jean is jealous of him/himself



c.
Jean bavarde avec *lui/lui-même




Jean mocks (of) him/himself



d.
Jean parle de lui/lui-même



Jean talks (of) him/himself

Choice of pronominal or anaphor sensitive to pragmatic factors.

Consider next Dutch: 

(62)
a.
Jan is trots op zichzelf/*zich



Jan is proud of himself



b.
Jan is jaloers op zichzelf/*zich




Jan is jealous of him/himself



c.
Jan spot met zichzelf/*zich




Jan mocks (of) him/himself



d.
Jan praat over zichzelf/*zich




Jan talks (of) him/himself

Categorical judgement: In all cases a complex anaphor is required.  

Dutch: different pragmatics? 

A syntactic factor can be identified:

· V-P relation (preposition stranding)

Dutch:  logical syntax representation (63):

(63)
DP [V  [P pro]] ( ….[ V-P]… ( DP ((x ([V-P] x x))   

Formally reflexive predicate; must be licensed ( SELF

French:

(64)
DP [V  [P pro]] (  DP ( (x(V x [P x]))

No syntactic V-P dependency ( no licensing needed ( pragmatic effects surface

In Dutch they are masked by the licensing requirement

A possible case: 

If null D's are licensed in a language, (65) is a possible licenser of reflexivity:

(65)
[DP  [D ø ] [ SE/SELF]  

Suppose a language has this property, and combines it with a Frisian Case system.

( pervasive masking

( Assessment of puzzling systems requires an understanding of their fine structure 

7. A note on distributivity

In Dutch, reflexives with a plural antecedent show differences in distributivity. This is illustrated by the contrast in (61), using the verb verdedigen 'defend' which allows both a simplex and a complex reflexive. Suppose a group of soldiers has been given the assignment to hold a hill; subsequently the enemy attacks them. After the battle we can have a number of situations. For our purposes two are relevant: i) the soldiers kept the hill, but at the cost of most of their lives; ii) the soldiers lost the hill, they all stayed alive. In the first case one can properly say (61a), but not (61b). In the second case one can say either:

(61)
a.
De soldaten verdedigden zich met succes.



The soldiers defended 'them' successfully


b.
De soldaten verdedigden zichzelf met succes. 



The soldiers defended themselves successfully 

What this shows is that zichzelf has a distributive reading (each of the soldiers must have defended himself successfully), whereas zich is collective. It is hard to see how this effect can be explained if self just imposes an identity requirement. However, it fits if zelf is a distributor or allows a residual body-part interpretation (individuals may have body's but collectives don't) . ( a broader cross-linguistic investigation of the relation between the IP-strategy and distributive versus collective interpretation.



8. Appendix: Agreeing to bind

Agree-based encoding of  binding of SE-anaphors

System: Chomsky (2001, 2005), Pesetsky and Torrego (2004a,b, henceforth P&T)

· feature valuation as feature sharing
· structural Case as unvalued Tense. 
Starting point: 

· SE-anaphors such as Dutch zich, Icelandic sig, etc., are not specified for the features number and gender. 
· More precisely: SE-anaphors carry number and gender features that are unvalued in the sense of Chomsky (2001, 2005) and P&T.
Consider (1):

(1)
Iedere professional 
voelde 
[zich 
aan de kant 
geschoven] 
Every professional 
felt 


himself 
to the side
 pushed

Question: How is zich  related to iedere professional? 

P&T's framework makes the following specific claims about feature values:

· Both interpretable and uninterpretable features come as valued and unvalued

· Agree involves valuation and feature sharing ( a feature chain with one valued instance is valued and every feature must end up with at least one interpretable instance
· Structural Nominative Case on the external argument DP (EA) is unvalued T

More abstractly: 

(2)

[Tns [EA [V* [ V SE ....]]]]
A Subject-V*-T-dependency is established by the following steps:

· Tns's unvalued interpretable T-feature probes and finds EA's uninterpretable and unvalued T-feature ( Agree ( link

· Tns's unvalued T-feature probes again and finds V*'s valued uninterpretable T feature ( Agree ( valuation of T on Tns and Subject

The Subject-verb dependency is encoded without depending on "Φ-feature agreement". CHL expresses a dependency between SE and its antecedent mechanically under the following conditions: 

· SE-anaphors have unvalued interpretable Φ-features in addition to unvalued uninterpretable structural accusative Case 

· V*'s (object) EPP feature probes and finds SE as a goal ( SE moves to the edge of V* 

· Tns has unvalued uninterpretable Φ-features

· Subject DP has valued interpretable Φ-features

· V* has unvalued uninterpretable Φ-features

· The Tns-V*-DP T-dependency established in (6) extends to a Φ-feature dependency

· A Φ-feature dependency cannot be computed independently since we have Tns [uΦ], EA [v(], V* [uΦ] ( Tns's first probing would be successful leaving V*
unlinked. 

· In the configuration Tns [uΦ], SE [uΦ], EA [valΦ], V* [uΦ], Tns [uΦ] probes and finds SE [uΦ] ( Agree ( link

· The remainder of the derivation follows with the proviso stated that the T dependency extends to the full (-feature dependency.

Summary of dependencies in (3)

· EA providing the required valued and interpretable instance of [Φ]: 

(4)


[TnsuΦ [SE uΦ [EA valΦ [V* uΦ [ V (SE uΦ).... ]]]]]

In order to interpret this syntactic dependency as a binding relation, the following assumption about the format of Lexical Items suffices, with p the instructions for pronunciation, g the instructions for grammatical computation, and i the instructions for interpretation. 

(5)
a.

Format of Lexical Items: LI = {p,g,i}

b.

Format of SE = {p,g, u(} 

c.

Valuing SE ( {p,g, val (EA}

After valuing SE, the "instructions for interpretation" of SE are the same as for the Φ-features of EA. This entails that the dependency will be interpreted as a binding relation. 

Consequence:

The requirement that the binder c-command the bindee is derivative of the requirement that the SE-anaphor be a target for a (c-commanding) probe. 

Prediction: 

· Bindee can be probed by a relevant head, but its antecedent does not c-command it.
 

Relevant check:

· Sentences with a nominative complement of an un-accusative or passive verb, that has not raised to [Spec, IP] position - due to the presence of an expletive in [Spec, IP]-  and with a "subject-oriented" reflexive (R) in a PP that must have been merged after and hence higher than the complement:

(6)


EXPL Tns [[V DPNOM ] [PP P R … ]]

Here the probe Tns c-commands R, but not DPNOM. 

Norwegian and Icelandic provide such configurations.

(7) 
a.
Det  ble introdusert  en manni for  segi selv/*hami selv  (Norwegian)




it   became 
introduced 
a man 

to 
himself 
b.


Thad 

kom 

mađuri 
međ börnin 
sini/*hansi 

(Icelandic)

 


There 
arrived 
a man 
with children 
SE 
Conclusion: C-command requirement holds for highest probe, not for antecedent 
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� "Logical syntax"  is conceived of as an intermediate regimented representation of linguistic structure  arising as a result of the translation/interpretation procedures applying to expressions of narrow syntax. 


� Rule BV: Bound variable representation (final form): T may not translate an expression E' in SEM' with syntactically independent NP=s  A' and B' into an expression E in SEM in which A is A-bound by B,  if there is an expression E" resulting from replacing A' in E' with C', C' an NP such that B' heads a A-CHAIN tailed by C' and T also translates E" into E.





� Menuzzi does not give the Nós .. a gente pattern in PPs, but a Google search also instantiates this pattern.  


� Zande: 


(i)	Mì-ímí tì-r`(	


I kill on-me


'I kill myself'





� For Zande this would come down to (i):


  (i)	DP ((x V(x, P(x)))


where the theta-role (2'  assigned by P is sufficiently close to the theta-role (2 that V would otherwise assign to its internal argument, so that (2'  can stand proxy for (2 . 





� For convenience sake I am indicating the combination of adjunction and the intersective interpretation by the operator (.


� Bergeton (2004) argues against a possible connection between SELF-anaphors and distributivity, saying that:


	The sentence in (91b) (=(i) EJR)  clearly falsifies the claim that the complex reflexive sig selv must 	have a distributive reading, thus refuting the alleged direct link between distributivity and 	intensification of reflexives


(i)	Soldaterne forsvarede sig selv, men overladte civil befolkningen til fjenden


soldiers-the defended REFL self but left civil population to enemy-the


‘The soldiers defended themselves but left the civilians to the enemy.’ 





Note that there is no well-formedness judgment involved. Bergeton just feels that a "collective interpretation" of the elided DP in the second conjunct blocks a "distributive interpretation" of the soldiers in the first conjunct. However there is no reason to expect this to be true, especially since SELF operates on the predicate. Thus, in general, there is nothing wrong with structures as in (ii) or vice versa as shown in (iii):


(ii)	[DP ( x (x Pdistr  ….)] Con [(DP) ( x (x PColl  ….)]


(iii)	The three men had hurt themselves but lifted five piano's 


� I am grateful to Noam Chomsky (p.c.) for bringing this consequence to my attention.


� Thanks to Øystein Nilsen, Halldór Sigurđsson and Sigga Sigurjónsdóttir (p.c.) for providing me with these facts.
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