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III. Beyond reflexivity
1. Introduction

Goal: from description to explanation and clarifying a number of issues that arose from the reflexivity framework

Reinhart and Reuland (1993):

- disentangled the role of predicates and chains. 

- distinction between semantic and syntactic predicates

- typology of anaphoric expressions:

(1)
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· Pronominals typically have a full specification for phi-features

· SE-anaphors are underspecified pronominals (typically lack gender and number features)

· SELF-anaphors: subclass of complex anaphors ( independent characterization of  SELF

(2)
Definitions:

a.
The syntactic predicate of (a head) P is P, all its syntactic arguments and an external argument of P (subject)



The syntactic arguments of P are the projections as​signed Θ-role or Case by P


b.
The semantic predicate of P is P and all its arguments at the relevant semantic level


c.
A predicate is reflexive iff two of its arguments are coindexed


d.
A predicate (of P) is reflexive-marked iff either P is lexically reflexive or one of P's arguments is a SELF-anaphor

(3)
Conditions:

A:
A reflexive-marked syntactic predicate is reflexive


B:
A reflexive semantic predicate is reflexive-marked

(4) 
General condition on A‑chains
A maximal A‑chain (α1,..., αn) contains exactly one link ‑ α1 ‑ which is both +R and Case marked.

Condition A: governs the split between the bound use of SELF-anaphors and the exempt/ logophoric use of SELF-anaphors. 

Condition B: condition on the linguistic expression of relations

Chain condition: condition on the syntactic encoding of dependencies

Claim: the specific feature composition of an anaphoric element determines its binding possibilities. 

Questions addressed:

· Why must reflexivity be licensed? 

· What is the relation between intrinsic/lexical and extrinsic reflexive-marking? 

· What is the mechanism underlying reflexive-marking by SELF? 

· How is it possible for certain pronominals to tail a chain – requiring them to be –R – and yet to be interpreted independently? 

· What is the nature of the contrast between 1st and 2nd person pronominals in English versus Germanic and Romance

Directions of explanation (condition A and chain condition) 

Economy of encoding:

Narrow syntax < logical syntax (C-I interface) < discourse

The outline:

· section 2 : theoretical issues. 

· section 3: local binding in West-Germanic.

· section 4: long-distance anaphora in Germanic

· section 5: subject anaphors

2. Binding and Reflexivity
2.1. Anaphoric expressions
The main division of lexical anaphoric expressions: pronominals and anaphors.
 

· Anaphors: SE- anaphors, and SELF-anaphors. 

Not exhaustive

· Reflexive clitics  - French se, Italian si - differ from SE-anaphors in Germanic. 

Faltz (1977):  simplex and complex anaphors ("complex reflexives"). 

Various ways to form complex anaphors (head reflexives/adjunct reflexives, intensifiers, doubling, body-parts)

Empirical question: Do all complex anaphors behave like SELF-anaphors?

· For sake of precision: distinguish complex anaphors and SELF-anaphors. 

· Complex anaphors are elements that are referentially defective in the sense that they cannot be used deictically, and that are morphologically complex. 

· SELF-anaphors are a subclass of complex anaphors, namely those that are based on a (functional) cognate of self/zelf. 

· Further anaphor type:  Possessive anaphors. 

Fall under chain theory. 

Canonical structure of SE-anaphors and SELF-anaphors.   
(6)
a.
[DP Pron [NP...e...]]/ [D Pron]


b.
[DP SE [NP..e...]]/ [D SE ]



c.
[DP Pron/SE [NP SELF]]

2.2. Underspecification for morpho-syntactic features. 

SE-anaphors are "underspecified" for phi-features.

Merits discussion:

Distinguish cases loke the following

· Czech poslední 'last' has only one form for all cases 

· English deer serves both as singular and as plural; 

· English it, Dutch het do not distinguish a nominative form and an object form. 

· In Dutch, feminine singular weak ze is not formally different from plural weak common gender ze. 

· Dutch zich does not care whether it has a masculine, feminine, neuter, singular or plural antecedent ( zich must be non-distinct from all these possible antecedents. ( cannot be fully specified for the values <( gender, ( number>.

het, it, etc. are not referentially defective in the way zich is ( distinguish the type of underspecification in deer, ze, poslední, etc., from that in zich. 

· Syncretism: a single form occupies two or more cells in the underlying morphosyntactic paradigm (Baerman, Brown and Corbett 2002):
It is based on the comparison of the actual repertory of inflected forms in a language with an idealized underlying morphosyntactic paradigm as in (7)

(7)
Paradigmatic grid with nine cells

	1sg
	1du
	1pl 

	2sg
	2du
	2pl

	3sg
	3du
	3pl


· conflation rather than syncretism applies if a contrast provided by UG is systematically absent in a particular language (like dual in Dutch) (Harley and Ritter (2002)

· impoverishment (Bonet 1991; Frampton 2002): a certain contrast is realized in one part of a paradigm and systematically absent in another (e.g. in Dutch plural verb forms, person contrasts are systematically absent.

· unvalued: the cells are there, but lack content. 

· Relates representational notion of a chain to the derivational notion of a chain in the context of the minimalist program.  

2.3 A few notes on BT
Exempt versus logophoric

· It is an empirical question to what extent exempt anaphors are logophoric in the Clements (1975) original sense (see also Reinhart 1996):

(i)
logophoric pronouns are restricted to reportive contexts transmitting the words or thought of an individual or individuals other than the speaker/narrator;

(ii)
the antecedent does not occur in the same reportive context as the logophoric pronoun;

(iii)
the antecedent designates the individual or individuals whose words or thoughts are transmitted in the reported context in which the logophoric pronoun occurs.
· being exempt means being in an environment that does not allow reflexive-marking to apply 
(  eventual interpretation of anaphors in exempt positions will be determined by further properties of the environment (an exempt anaphor can even be "required" to be bound, for instance when discourse conditions for logophoricity in the narrow sense  are not satisfied, and there is a c-commanding potential binder)

NB: Anaphors are referentially deficient ( a free interpretation like that of pronominals is not to be expected. Other factors may intervene as in in (8) (Pollard and Sag 1992): 

(8)
a.    Billj remembered that Tomi saw [a picture of himselfi/*j] in the post office


b.
Billj remembered that the Timesi had printed [a picture of himself*i/?j] in the



Sunday Edition


c.
Billj thought that nothingi could make [a picture of himself*i/j in the Times]



acceptable to Sandy


d.
(*)Billj remembered that the Timesi had printed himselfi/*j in the



Sunday Edition

e.
Johni was going to get even with Mary. That picture of himselfi in the paper



would really annoy her, as would the other stunts he had planned


f.
*Mary was quite taken aback by the publicity Johni was receiving. That picture of



himselfi in the paper had really annoyed her, and there was not much she could 



do about it

(8) ( narrow syntax just says nothing about which antecedent an anaphor in exempt position
must take
 

NB: It is occasionally suggested that himself is ambiguous between being a reflexive and being  a pronominal combined with an intensifier. Would this make a theory of exemption superfluous? 

2.4. Analyzing reflexive marking

Question: Can the contrast between exempt and non-exempt positions be reduced to independent properties of the grammatical system? 

· Reflexive-marking involves movement (R&R 91, Lectures on encoding, see also Browning (?)

· SELF is an N with the lexical structure of a relational noun, i.e. its grid has two arguments, as in (9) (Pica 1987), see also Safir 1996)

(9)
SELF<y,x>

· SELF is interpreted as an identity relation (identifying x and y: (x. (y. (x=y)). 

· A VP with a SELF argument, is interpreted as in (10c)

(10)
a. SELF<y,x>


b. ....[V<y,x>... [...SELF<x,y>]]  


c. SELF<x,y>  &  V<y,x>....

SELF combines with a pronominal- or a SE-determiner, as in (11). 
(11)
a. himself/zichzelf


b. [DP PRON/SE [NP SELF <y,x>]

   


                        



        
   |_______________|

· SELF, in (11b) (directly, or indirectly, see lecture on encoding) expresses an identity relation between him and another argument, which needs to be found. 

· SELF-anaphors are defective due to this missing argument

· Its value can be supplied by syntactic computation or by discourse if internal syntactic requirements are met.
 

· In logophoric contexts the syntactic route of valuing the missing argument is not available, but no un-interpretability need result in a suitable discourse environment.   

SELF adjoins to V by covert head-to-head movement ( the (partial) LF (12b) 

(12) 
a. Lucie adores herself

     
b.   
TP





T'

      
 Luciey     T           VP


                     

V

         

 SELF<x,y>     V<y,x>        
DPx





adores  







        herx    ecSELF 
Issues:

· Why is reflexive-marking obligatory (if possible)? Discussed in lecture on encoding.

· Is there just adjunction or rather incorporation?

· Is covert movement the relevant operation or is reflexive marking effected by the interpretive correlate of Merge? 

Anagnostopoulou and Everaert (1999) (A&E): 

· Modern Greek o eaftos tu has the full syntactic structure of a POSS NP. 

· Its head syntactically incorporates into V (evidence from psych verbs)

· English himself : him and self, though syntactically merged in D-position and N-position, respectively, undergo subsequent morphological merger (as in (13b))

· They argue that Dutch zelf in zichzelf  is a focus marker (which is not incompatible with its semantics as an indentity predicate, and its position as the head of the projection) 

( 
Variation in the specifics of implementation

Convergence in the overall structure. 

Unexpected? 

· Language is based on general principles and strategies implemented on the basis of specific lexical items. These will vary in the details of their feature composition and hence their intereraction with the environment. 

· Meanwhile the more general patterns will be preserved.  

For current purposes we will be assuming the structure of (12) 

Crucial: If an empty D is licensed, also (13c) may qualify as a SELF-anaphor:

(13)
a.
[DP [DP [D zich] [NP zelf]]


b.
[DP [DP [D [D him][ N self]i] [NP e i ]]

c.
[DP  e  [NP  SELF ]]

Consequences of a movement analysis: 

· In the exempt positions (coordinate structures, picture Noun phrases, except-phrases, adjunct PPs, Focus phrases, etc.) head-movement of SELF from its position as the NP-head onto the predicate is blocked by independent constraints on movement (general such as CSC, such as the coordinate structure constraint, or specific to heads such as the head movement constraint.

· SELF will move along with V to any higher position, such as T. Doe not affect interpretation. SELF attached to V reflexivizes its grid, regardless where V gets interpreted. ( strict locality for SELF-anaphors as reflexivizers. 

The movement approach raises three issues:


1.
How does reflexive-marking ensue when SELF is not c-commanded by the 

predicate head? 

Reconsider example (R&R 93:118), repeated here:

(14) 
Jan1 hoorde

a.
*[zich1 zich1 critiseren]





b.
[zich1 zichzelf1 critiseren] 





c.
[zichzelf1 zich1 critiseren] 





d.
??[zichzelf1 zichzelf1 critiseren] 





e.
*[zichzelf1 hem1 critiseren] 


John heard 


pro1 pro2 criticize

(14a), (14d), (14e) follow as before.

Crucial cases: (14b) and (14c). In (14b) critiseren 'criticize' is both reflexive and reflexive-marked. Does not distinguish between movfement and non-movement.

Consider (14c): 

· non-movement implementation ( zichzelf is a syntactic argument of both hoorde 'heard' and critiseren ( both are reflexive marked, and correctly reflexive. 

· If reflexive marking requires movement: How is reflexivity of the downstairs predicate licensed? Since SELF cannot move onto critiseren. 

· Relates to pattern of (15) (R&R 93: 99) repeated here: 

(15)

Max1 heard [himself1 criticize Lucie]  

himself should mark the matrix predicate as reflexive, but escape reflexive-marking the down-stairs predicate.

R&R 93: 

· criticize covertly moves onto heard
· himself does not qualify as a subject for criticize 

· the predicate formed of criticize does not qualify as a syntactic predicate ( condition A does not apply. 

Problems: 

· requires a syntactic distinction between a verb and its trace.

· does not yet derive (16) (R&R 93: fn 49)

(16)
a.
*Max1 heard [Lucie criticize himself1]       


b.
*Max1 criticize‑heard [Lucie t himself1] 

In (16) moving criticize onto heard should not lead to an exemption.  

· R&R 93(: fn 49): event-hood is a crucial factor, as in (17):

(17)
τ is the syntactic predicate of P iff

a. 
τ consists of P and all its syntactic arguments, and

b.
either P has an e‑role or P has a subject

The syntactic arguments of P are the projections assigned theta or Case by P

and its external ar​gument (subject).  

· Verbs have an e-role (whereas Ns and Ps do not) ( irrespective of whether Lucie in (16) qualifies as a subject/external argument, criticize qualifies as a syntactic predicate, correctly ruling out (16b).

Alternative based on covert SELF movement:

· Where reflexive-marking must be enforced, the predicate head c-commands the SELF-anaphor (assuming that V attracts SELF, SELF-marking follows). 
· In (15) SELF-anaphor is not c-commanded by the predicate head, hence it will not be attracted by the latter. 
· What (14c) and (15) have in common is that the licensing of reflexivity is dissociated from its enforcement also in the case of syntactic predicates  (as we already know it is in the case of semantic predicates). 

(
In (14c) zichzelf must be able to license reflexivity both upstairs and downstairs.

In (14c) nothing goes wrong if SELF also enforces reflexivity downstairs; (15) shows that this is incorrect. (The same applies to similar structures in Dutch). 

· This asymmetry follows if enforcing reflexivity depends on SELF-movement and licensing does not.

· SELF in (15) will not be able to move onto criticize, hence not force it to be reflexive. 

Consequence: a fundamental distinction must be made between licensing reflexivity and enforcing reflexivity. See Reuland (2001) and the lecture on encoding.

Two further issues: 

· SELF-anaphor and verb in "SOV" languages. 

· the Dutch the surface configuration of direct object and verb is derived, in line with Kayne's  (1994) anti-symmetry approach (Kaan 1992) and Zwart 1993, 1997). First merge creates a VO-structure in which V c-commands SELF as required.
 

· SELF-anaphors in ECM subject position, as in (15). 

· himself reflexive-marks the upstairs syntactic predicate, which contains Max (external argument), heard, himself (by the Case clause of the definition), and himself criticize Lucie (by the theta clause). This predicate indeed correctly comes out as reflexive (Max and himself are coindexed). 

· But representing reflexive-marking by SELF configurationally by SELF-movement as an operation on the verb's grid is problematic 

(18) 
a. Max1 heard [himself1 criticize Lucie]  

     
b.   
TP





T'

      
 Maxy     T           VP


                     

V

         

 SELF<x,y>     V<y,x>        
TPx (?)





heard  







     DPx?






himx    ecSELF
· Representing reflexivization by SELF-movement configurationally ( a representation in which himself and [himself1 criticize Lucie] have independent relations with the upstairs predicate. 

( The ECM subject must have raised into the matrix clause

“Raising to object” (Johnson 1991), Runner 2005) 

Empirical evidence: 

(19)
She made Jerry out [ t to be famous]  (Kayne 1985)

( himself  in (15) is indeed in a distinct argument position in the domain of the verb. 

Assume: the case checking properties of a transitive verb are represented as properties of a specific segment of the lexical verb (suchg as "little" v, or v*) (  the syntactic predicate in is not just annotated in the structure, but configurationally represented.  

( The relevant structure of (18a) is (20):

(20)
Max1 v*heard himself1  [H˚heard [(himself1) criticize Lucie]]  

(  reflexive-marking applies to V/v*, and we can configurationally represent the reflexive character of V/v*
 

( makes explicit one empirical assumption that was implicit in the disjunction (theta or structural Case) within the definition of syntactic predicate in (5): the property of being able to assign/check structural case is represented on the grid of a verbal predicate as a position. 

Why movement?  

· Simplest assumption: SELF-movement allows encoding an interpretive dependency syntactically (must be used if available.

2.5. The definition of syntactic predicates.
CBT:  the subject of a DP creates a local domain for anaphor binding as in (21) 

(21)
a.
Lucie liked [(a) picture of herself].


b.
*/?Lucie liked [your picture of herself].

But: Runner, Sussman & Tanenhaus 2002, 2003, to appear; Keller & Asudeh 2001; Asudeh & Keller 2001; Jaeger 2004; Runner and Kaiser 2005 observe patern in (22)/(23):

(22) 
Ebenezeri saw Jacobj’s picture of himselfj/i.

(23) 
Ebenezeri saw Jacobj’s picture of himi/k/*j. 

· The impossibility for him to be bound by Jacob in (23) follows from the chain condition 

· (22) is problematic for the definition of syntactic predicate based on the presence of a SUBJECT 

· Follows from the alternative presented in R&R 93: fn 49 (repeated in (17)), given that nouns don't have an e-role ( dropping the subject requirement, now superfluous, (17) can be simplified to (24), eliminating the disjunction:

(24)
τ is the syntactic predicate of P iff

a. 
τ consists of P and all its syntactic arguments, and

b.
P has an e‑role

The syntactic arguments of P are the projections assigned theta or Case by P
 and its external ar​gument (subject). 

From this definition of syntactic predicate the full range of facts discussed follows.

But: Reference to e-role is not necessary anymore to account for the ECM cases ( one may revert to the original definition with a subject requirement rather than an e-role, as in (24') if a subject is defined as an expression satisfying the EPP feature of T:

(24)'
τ is the syntactic predicate of P iff

a. 
τ consists of P and all its syntactic arguments, and

b.
P has a subject

The syntactic arguments of P are the projections assigned theta or Case by P and its external ar​gument (subject). 

· Which of the two represents the best way to go ultimately depends on the proper conception of the EPP property and its relation to subjects. 
2.6. Towards an explanatory binding theory

· Condition A: Lecture on encoding  

· Condition B (why must reflexivity be licensed?): Lecture on encoding

· Chain condition: Lecture on encoding. Details below. 

· Lexical reflexivity: An important component in any theory of reflexivization, which was left implicit in Reinhart and Reuland (1993). 

Starting point: the theory of operations on argument structure presented in Reinhart (2002). 

Keenan (1988) and Chierchia (1989):  reflexivization as a lexical process. 

Keenan: SELF is an operator on the predicate that turns a transitive predicate into an intransitive one. 

· The reflexive marker applies to a two-place predicate R (=a relation between atomic entities) and generates a one-place predicate over sets A of atomic entities. 

· ( interpretation of themselves in (25a) formalized as in (25b):

(25)
a.
The girls admire themselves. 

b.
REFL:= (R. (A. (x(A  [R (x, x)] 

Emprical issue: will an approach along those lines adequately capture the properties of reflexives.
 

· Certain types of reflexivization have properties that are not captured by a process as in (25b).
· Claim (implicit in R&R 93): an operation similar to the one in (25b) – but not involving the morpheme SELF -   underlies lexical reflexivization. 
· This line is further developed the Theta System (TS), see Reinhart (2002), Siloni (2002), Reinhart and Siloni (2005), Marelj (2004), Papangeli (2004) and Vinokurova (2005) providing a theory of what properties of verbal concepts can be accessed by the computational system.
2.7.  The theta-system: the central system of concepts 

A (too) brief outline

Starting point: Properties of abstract concepts need to be formally coded in order to be legible to CS.
 

· The information the computational system requires about a coded concept is presented in the form of theta-roles. 

· All theta roles are formally coded as clusters defined in terms of two binary features:  [+c] (cause change), [+m] (mental state). 

· +c represents that the role is perceived as a sufficient condition (Shen 1985). 

·  -c represents that the argument is identified as not being the cause. 

· If the c-feature is not represented the causal status of the argument is (linguistically) undetermined (which does not imply that the argument cannot be a cause).

· +m feature reflects the mental state of the participant that is present in the relation ‘motivate’. 

· The +m feature entails animacy. 

· A -m specification does not entail in-animacy, but leaves it open. 

· A cluster need not be specified for (all) features, allowing as a limiting case an unspecified cluster.

· The linguistic properties of Verbs are encoded in terms of feature clusters visible to both the syntax and semantics. 

· In the encoding of anger as in the mistake angered John the notion of causation is expressed on the first argument and the notion of mental involvement on the second argument, yielding ([+c], [-c+m]). 

· The coding of a verb like eat as in John ate an apple must reflect that the first argument – being an agent - expresses both causation and mental involvement, and the second argument expresses neither, as in ([+c+m]. [-c-m]). 

· NB. TS presupposes an independent analysis of the semantic properties of a concept. The empirical claim is that what is readable to the CS coincides with the results of this analysis in the c- and m-dimensions.

(26)
Notation

[α] 
= Feature cluster α.

/α 
= Feature (and value) α. (E.g. the feature /+m occurs in the clusters [+c+m], [-c+m], and [+m])

[/α] 
= A cluster one of whose features is /α. (E.g. [/-c] clusters are [-c+m], [-c-m]
and [-c].)

[+] 
= A cluster all of whose features have the value +.

[-] 
= A cluster all of whose features have the value -.

A verb's thematic properties in terms of feature clusters determine how it is linked to the syntactic structure.  Linking rules: 

(27)
Marking procedures 


Given an n-place verb-entry, n>1,


a.
Mark a [-] cluster with index 2. 


b.
Mark a [+] cluster with index 1.

c. 
If the entry includes both a [+] cluster and a fully specified [/α, /-c], mark the verb

with the ACC feature.

(28)
Merging instructions.


a.
When nothing rules this out, merge an argument externally.


b.
An argument realizing a cluster marked 2 merges internally; an argument with a cluster marked 1 merges externally.
A simple example of a transitive derivation is given in (29):

(29) 
Transitive Derivations

a. 
Max ate an apple.

b. 
Base entry: 
eat ([+c+m], [-c-m])

c. 
Marking: 
eatacc ([+c+m]1, [-c-m]2)

d. 
Merging: By (29b), ([+c+m]1) merges externally, ([-c-m]2 merges internally

Crucial property of Theta-System: active lexicon. 

· Certain operations on verbal concepts apply in the lexicon "before" their insertion into syntactic structure ( expressing the relatedness between verb forms 

Lexicon Uniformity Hypothesis (LUH):  

(30) 
Lexicon Uniformity Hypothesis

Each verb-concept corresponds to one lexical entry with one thematic structure. The
various thematic forms of a given verb are derived by lexicon operations from one
thematic structure.

Such lexical operations typically affect the arity of a verb concept. For instance, the unaccusative form in (31b) is related to the basic transitive form in (31a). (32a) is related to (32b), (33a) to (33b).

(31)
a.
Peter melted the ice.

b.
The ice melted.

(32)
a.
Peter opened the door


b.
The door opened

(33)
a.
The news worried *(John)


b.
John worried (about the news)

Types of arity changing operations in TS: 

i. Valence reduction,

ii. Saturation and 
iii. Entry-changing operations
The clusters may have to meet specific conditions: valence reduction can apply only in a two-(or more)-place entry one of whose roles is external (a [+] cluster).
Valence reduction: 

· May affect internal role or the external role. 

· Internal role reduction is involved in lexical reflexivization. 

· Typical examples: English wash and shave and their cognates in other languages (in R&R 93 listed in the lexicon with two entries: a true transitive entry – requiring SELF-marking if used reflexively-  and an inherently reflexive entry – requiring no special marking. 

· TS predicts their existence. 

· NB. If the internal argument position is reduced, the theta-role that would otherwise go to the internal argument is bundled with the theta-role for the external argument. The latter then receives a composite theta-role. 

Internal role reduction is illustrated in (34):

(34)
Internal Reduction/Bundling: 

a.
Vacc (θ1, θ2) ( Rs(V) (θ1,2) (where θ1,2 – also written as [θ1 - θ2] - stands for the

bundling of θ1 and θ2
b.
Rs (V)(θ1,2) (( θ1,2 (λx (V (x,x)))

c.
shaveacc([+c+m]1,[-c-m]2: Lucie shaved him.

d.
Rs(shave)([+c+m]1): Max shaved.

The marking procedures (27c) ( transitive shave has the ACC feature. But:

· shaved in Max shaved does not require a direct object ( alongside with reduction also the case properties of shave are affected: Internal role reduction eliminates the case requirement of the verb (see below for further discussion)
Illustration of external role reduction: 

(35) 
Expletivization: Reduction of an external [+c] role (semantically null function)

a. 
Vacc (θ 1[+c], θ2) (  Re V(θ2)

b. 
Re(V) (θ2) = V(θ2)

c.
openacc ([+c], [-c-m]  ( Re(open)[-c-m]

d.
worryacc ([+c], [-c+m] ( Re(worry)[-c+m]

Saturation: ‘variable binding'. 

· A position in the argument structure of a lexical item is bound by an operator (existential, generic). 
Example: passivization as in (36)
(36)
a.
wash (θ1, θ2) 

b.
Ex (wash (x, θ2 ))

Max was washed  (( Ex (x washed Max) 

Claim: operations leading to bundling or saturation of theta-roles can take place not only in the lexicon but also in syntax. 

Role-Changing Operations only apply in the lexicon:

(37)
a.
The dog walked

b.
Mary walked the dog.

(38) 
a.
The horse jumped

b.
The rider jumped the horse over the fence

In changing the verbal concept of walk of (37a) into that of walk in (37b), two processes must apply: decausativize as in (39a) followed by agentivize as in (39b):

(39) 
Lexical Causativization

a. 
Decauzativize: Change a /+c feature to a /-c feature.

walk: ([+c+m]) ( walk: ([-c+m])

b. 
Agentivize: Add an agent role.

walk: ([-c+m]) ( walk: ([+c+m], [-c+m])

· Different from the ones discussed before: adds a role and one of the clusters undergoes a change in content: from [+c+m] to [-c+m]. 
· No such change is implied in syntactic causativization as in Mary let the dog walk, or Mary made the dog walk. 
Lexicon  Interface Guideline:

(40)
 
The syntactic component cannot manipulate θ-grids: Elimination,
 modification or addition of a θ-role are illicit in syntax
Middle formation (Marelj 2004: 222):

(41)
Core Properties of Middles:

a.
Middles are characterizing - generic statements (quasi-universal reading, modal flavor of capability or potentiality).

b. 
The external role of middles is not linked in the syntax, but it is always present in the semantics and interpreted as ARB with +human flavor.
Marelj (2004): discussion of middles, exemplified by English (42) and Dutch (43):

(42)
a.
Cindy read the book


b.
The book read easily

(43)
a.
Cindy las het boek


b.
Het boek las gemakkelijk

Middle formation involves a role changing operation:

(44) 
Lexical Middle Formation (LMF)

Target a verbal entry with a [/+c] role and delete the content of the [/+c] cluster.

Its operation on a particular entry is illustrated in (45):

(45) 
base-read: ([+c+m], [-c-m]) ( LMF ( middle-read: ([ ], [-c-m])

Deleting the content of the [+c+m] cluster yielding the empty cluster [] has the following effects: 

· the [] cluster cannot be merged (given the merging instructions as stated]

· will be saturated by a generic operator ( value ARB. 

· The [-c-m] argument will be merged internally and move into the T-domain in order to check T's EPP feature ( unaccusative character of the construction. 

Further difference

· operations that do change roles apply before marking (i.e. before ACC features is assigned)

· operations don't change roles apply after marking.  

(46)
a.
Saturation and reduction apply to the marked entry.


b.
Role changing operations apply before marking 

( 
difference in the status of ACC Case in middles versus reflexives. 

· Middle formation applies to an entry without an ACC Case feature ( no need to check ACC 

· Internal role reduction – as in reflexives - applies to an entry that has an ACC Case feature ( possibly need to check ACC

( Possible source of cross-linguistic variation.

Expected: languages of the first two types:

· no ACC marking in either middles or reflexives – if ACC elimination in the latter is exhaustive (English)

· no ACC marking in middles, but an ACC residue in reflexives (Dutch)

· no languages that have no ACC residue in reflexives, but that do have an ACC residue in middles.

English and Dutch: middle formation without any morphological marking

Romance and Slavic: the counterparts of English and Dutch middles are marked with clitics. Why?

Discussion in Marelj (2004):

Examples:

(47) 
a.
Questo tavolino si trasporta facilmente.

this table SI transports easily

‘This table transports easily.’

b.
 Mrlje od crnog vina se ne skidaju.

Smudges from black wine SE not clean

‘Red wine stains do not clean.’

Question: Why do these languages use a clitic in middle formation?

Reinhart (2002), Reinhart & Siloni (2005): 

(48)
The Lex-Syn Parameter

UG allows thematic arity operations to apply in the lexicon or in the syntax
· Romance and Slavic: syntax setting

· Dutch, English, Scandinavian: lexicon setting. 

· In lexicon languages arity operations can feed lexical operations such as nominalization, but not in syntax languages. 

Marelj: 

· In syntax languages MF applies to the marked entry ( a clitic must check ACC 

· In syntax languages MF cannot involve deletion of the content of a cluster ( saturation by GEN operator (have in fact a different status)

(
Contrast: middles in lexicon languages cannot be coerced to receive an episodic interpretation, in syntax languages they can

(49)
a.
This dress buttons


b.
*This dress is buttoning today

(50)
Tristram Šendi se (upravo) čita.

Tristram Shandy SE (at the moment) reads

‘(At the moment), Tristram Shandy is being read.’

Expectation: 

· lexical processes subject to idiosyncratic restrictions

· syntactic processes should be fully productive. 

· Observation: In the lexicon languages only verbs with a [/+c] role on their grid are visible to the lexicon middle formation operation. 

· No such restriction in SC, French, or Italian. Just like [/+c] verbs, [/+m] verbs, such as love, hate, see form felicitous middles in these languages. 

(51)
a. 
i.  Dobra deca se lako vole. 

   
ii*Nice children love easily.

b.
i.  Les ennemis cruels se détestent facilement.

ii *Cruel enemies hate easily.

c.
i. La luce gialla ha il vantaggio di vedersi bene anche nella nebia più fitta.
(Cinque 1988).

ii. *Yellow lights have the advantage of seeing even in the thickest of fog

Contrast in ECM constructions between French and SC on the one hand and English and Dutch on the other:  

(52) 
a.
Ces maisons peuvent se croire belles facilement seulement avec

beaucoup de bonne volontè.

These houses can SE think beautiful easily only with lots of

good will.

b.
Nerazradjena ideja se teško smatra dobrom.

Un-worked idea SE with difficulty consider good.

‘It is difficult to consider an idea that is not worked out good’.

(53) 
a.
*John considers stupid easily.


b.
*Dergelijke ideeën beschouwen gemakkelijk als niet goed uitgewerkt



Such ideas easily consider as not sufficiently worked out

· Nothing prevents a middle type interpretation to be assigned by affecting roles on two different predicate members of the ECM constructions.

· In a lexicon language middle formation with its concomitant restrictions can only feed syntax, hence the counterparts in (53) cannot be formed.

The Lexicon syntax parameter also applies to reflexivization. 

· Dutch and English lexical reflexives form a restricted class.

· English has (54a), but not (54b) or (54c):

(54)
a.
John shaved


b.
*John defended


c.
*John hated

First approximation for English: grooming verbs; so far no characterization of this class in terms of a restriction on theta-clusters has been found. 

In Dutch the class of lexical reflexives should coincide with the zich-class:

(55)
a.
Jan scheerde zich(zelf)/*scheerde


b.
Jan verdedigde zich(zelf)/*verdedigde


c.
Jan haatte zich*(zelf)/*haatte

Question: Why do we have zich at all? 

Claim:  the effect of reducing the internal argument on the verb's Case feature may differ. 

· English: reduction ( elimination of ACC Case property

· Dutch: reduction ( residual Case, checked by zich
· Reduction does not apply to hate-type verbs. 

· Prima facie: Dutch grooming verbs pattern the same as defend-type verbs.

· But: grooming verbs give a reflexive interpretation in nominalizations as in wassen is gezond 'washing oneself is healthy'; not so with defend-type verbs - *verdedigen is belangrijk 'defending is important' does not allow the reflexive interpretation ( the wellformedness of Jan verdedigde zich may have a different source than the well-formednes of Jan waste zich
Romance and SC also have  a syntactic arity operation for reflexives. 

· The trigger is the reflexive clitic. 

Definition (slightly varying Reinhart and Siloni (2005: 404) (henceforth R&S):

(56)
Reflexivization in syntax

a.
Case: Case is reduced by the appropriate morphology (such as the



clitic se)

b.
Bundling: Operation c. applies to unassigned θ-roles upon merger of the


argument for the external θ-role.

c.
[θi] [θj]
 ( [θi - θj], where θi is an external θ-role
Prediction: systematic differences between reflexivization in lexicon languages and syntax languages. 

· R&S:409: there are reflexive nominalizations in lexicon languages – Hebrew hitraxcut  'self-washing' - but not in syntax languages ( agent nominals allow a reflexive interpretation in English (Jean is an elegant dresser), but not in French (Jean est un excellent habillleur is only possible as a dresser of others). 

· the lexical restrictions found on reflexives with zich in Dutch are not matched by similar restrictions in syntax languages. For instance, in French, one finds all of the following:

(57)
a. 
Jean se lave



Jean washes himself


b.
Jean se défend



Jean defends himself


c.
Jean s'aime (R&S:410)



Jean loves himself


d.
Jean se dessine (R&S:410)



Jean draws himself

NB. Greek and Serbo-Croation are not as free as French in allowing reflexivization with experiencer verbs such as (57c).

3. Variation in anaphoric systems

Starting point: Germanic. 
· considerable variation in anaphoric systems and relatively detailed studies of their grammatical properties.

Local binding of pronominals and the chain condition

3.1. Local binding of pronouns in Frisian

Basic facts of Frisian: 

· Two-member anaphoric system in 3rd person: anaphor himsels and a pronominal him.

· But: Frisian has locally bound 3rd person pronominals: Where  Dutch has the SE-anaphor zich, Frisian allows a bound pronominal:

(58)
a.
Willem1 skammet him1 



William shames him


b.
Willem1 wasket him1


William washes him

Verbs that are not lexically reflexive must be SELF-marked, in accordance with condition B: 

(59)

Willem1 bewûnderet himsels1/*him1 



William admires himself/him

· Frisian qualifies as a lexicon language. 

· The classes of verbs requiring SELF-marking by and large coincide in Dutch and Frisian. 

Locative PPs behave as in Dutch and English in allowing/preferring bound pronominals:

(60)

Klaas1 treau de karre foar him1 út



Klaas pushed the cart out before him 

Subjects of ECM: Frisian has bound pronominals alongside SELF-anaphors:

(61)
a.
Jan1 seach [him1/himsels1 in 'e film de partij winnen]



Jan  saw [him/himself in the film the match win]


b.
Jan1 fielde [him1/himsels1 fuortglieden]



Jan felt him slip away

· With respect to conditions A and B, Frisian behaves just like Dutch. 

· But: in Dutch the sentences corresponding to those in (58) and (61) with pronominals are out. This is captured by the chain condition:

(62) 
General condition on A‑chains
A maximal A‑chain (α1,..., αn) contains exactly one link ‑ α1 ‑ which is both +R and Case marked.

How does the chain condition allow capturing the difference between Dutch and Frisian?

Goal: identify independent difference between pronominals in Dutch and Frisian.

J. Hoekstra (1991): Difference in structural Case

· Frisian har bears inherent Case
( the following modification of the chain condition gives the required result

(63)
An NP is +R iff it carries a full specification for Φ-features and structural Case

Evidence: 

3rd person singular feminine and the 3rd person plural (common gender) have two object forms: both have har as well as se:

(64)
a.
Jan hat har juster sjoen



John has her/them yesterday seen


b.
Jan hat se juster sjoen



John has her/them yesterday seen

However, unlike har, se is ungrammatical when locally bound. 

(65)
a.
Marie1 wasket harsels1/har1/*se1


Mary washes herself/her


b.
De bern1 waskje harsels1/har1/*se1


The children wash themselves/them


c.
Marie1 skammet har1/*se1


Mary shames her


d.
De bern1 skamje har1/*se1


The children shame them

Differentiating environments: free dative construction

(66)
a.
Hy hat my in soad dronken 



He has me much drunk 


b.
De blommen wiene harren ferwile



The flowers were them wilted


c.
Jim balte harren te lûd



You shout them too loud


d.
De kjitten steane har yn'e tún



The weeds stand her in the garden

In this context har may not be replaced by se:

(67)
a.
*De blommen wiene se ferwile



The flowers were them wilted


b.
*Jim balte se te lûd



You shout them too loud


c.
*De kjitten steane se yn'e tún



The weeds stand her in the garden

se is barred from locative PPs:

(68)

Ik seach wat bewegen efter har/*se 



I saw something move behind her

Pronominal arguments of adjectives are preferred to be har:

(69)

Harren/*se tige tagedien, diene wy alles om harren te sk​​e​wielen 



Them very attached to, did we everything in-order them to assist

( Frisian has an option for licensing case that is not available in Dutch, Dutch has  no 'free datives'.

(70)
Free dative


a.
Jehannes hat him in moaie wein kocht.



Johannes has sich a car bought 



‘Johannes bought a car to himself’ 


b. 
*Johannes heeft zich/hem een mooie auto gekocht
 

‘Johannes bought a car to himself’

Two options: 

· Only structural Case is a Φ-feature, and may specify a pronoun for Case ( elements with inherent Case are unspecified for Case, hence Φ-feature deficient and -R. 

· For the analysis of English, Dutch and Frisian this would be sufficient. 

· Other option: all Cases may specify the [Case]-feature, but structural Case plays a special role in the grammatical computation.

First: a major issue:

(71)
How are the properties of a pronoun that allows local binding compatible with  unconditionally allowing a free interpretation? 

Issue arises in any variant of binding theory. 

In the current approach it takes the specific form of (72):

(72)
How can a pronoun be admissible both in the head position of a chain and in the tail position, i.e. both qualify as +R and as -R? 

CBT: lexical ambiguity. 

· Frisian him/ har, but also 1st and 2nd person pronouns, not only in Frisian, but in all branches of Germanic and Romance except English, would have to be treated as ambiguous.

· This option would in principle also be available here. 

· Draw-back: no independent motivation for such an ambiguity. 

· Detracts from the attractiveness of our goal

Alternative to be adopted: 

· the role of structural case is not that of a feature of the pronominal making it +R but:

· structural case effects a relation between V and DP that is instrumental in chain formation. 

(73) 
General condition on A‑chains
A maximal A‑chain (α1,..., αn) contains exactly one link ‑ α1 ‑ which is both +R and Case marked.

Crucial question: What determines whether αn in a sequence of coindexed elements α1,..., αn-1, αn, is or is not part of the chain?

Generalized chain definition from R&R 93: stated within the barriers' framework (Chomsky 1986b) and based on co-indexing and government:

(74)
C= (α1,..., αn) is a chain iff C is the maximal sequence such that 


a)
there is an index i such that for all j, 1<j<n, αj carries that index, and 


b)
for all j, 1<j<n, αj governs αj+1

Commonalities between MP and ‘barriers’: 

· The barriers framework requires that for a pair  <αj αj+1> such that αj, αj+1 form a chain link, αj governs αj+1.
 (  a typical configuration for a chain link is given in (75):

(75)
… α…[γ … β … ]

( 
Chain members must be in a local relation. 


What is local is determined by the nature of what intervenes. 

· There is a further condition, based on an even stronger conception of locality, illustrated on the basis of (76): 

(76)
… α…[γ  δ… β … ]

· α does not govern β if there is a closer governor. 

· δ will form a minimality barrier preventing α from governing β if δ theta-marks β

· Condition effectively rules out all forms of  movement from of the domain of a head, unless weakened. 

· Weakening is effected by allowing the intervening head itself to become part of the chain, provided it bears the chain's index:

(77)
… α i …[γ  δ i… β i … ]
     

See Chomsky (1986)’s discussion of John was killed :

(78)
John i  [α be-I] i  [VP'   t i  [VP  killed i… t i … ]]
     

· For a licit chain between John and its trace t, John must have moved first to the left edge of the VP, indicated by the VP-peripheral trace, and the intervening heads must be coindexed. 

· Coindexing is effected by feature sharing (the agreement between John and the inflection, and the dependency between inflection/auxiliary and verb). 

· Each chain link must be licensed by feature sharing with the intervening head.

What about current versions of grammatical theory? 

· Checking structural case exemplifies the most basic dependency type 
· Realized in a probe-goal relationship. 
· Crucial for entering such a relationship is having an unvalued feature. 
· ( connection to underspecification discussed in section 2.2. 
· SE-anaphors had to be unvalued in precisely this sense: the cells for certain features are there, but they lack content. 

Theory of valuation outlined in Chomsky (2001, 2004) and Pesetsky and Torrego (2004):

· having unvalued features makes an element visible for syntactic computation.

· Unvalued features are valued by the Agree operation (subject to the standard conditions on chain formation of c-command and locality) with an element that is valued for these features. 

· zich being unvalued for number and gender, Agree will specify it for these features.

· Thus, entering a chain and becoming valued is the result of an elementary, blind grammatical process.

Arguments may also be licensed by  'inherent Case'. 

· 'Inherent Case' is a subtype of selected/oblique Case. I will remain agnostic about how precisely inherent Case is licensed. 
· Working assumption: the mechanism is that of selection. 
· Sufficient for current purposes: inherent Case is not checked via the inflectional system ( "no structural Case checking" effectively means "no chain".
 
· ( The Case system with its properties is one of the variables we have to take into account when addressing cross-linguistic variation and patterns of diachronic change.

The main claim:

· in a Frisian sentence such as (79) the absence of a structural case checking relationship between fielde c.q. its functional system and har enables har not to enter the chain headed by Marie, and consequently enables it to escape violating the chain condition. Hence, it can either end up being locally bound or locally free.

(79)
Marie1 fielde [har1 fuortglieden]


Marie felt her slip away

( explicit formulation of the chain condition, including the role of structural Case: 

(80)
C= (α1,..., αn) is a chain iff C is the maximal sequence such that 


a)
there is an index i such that for all j, 1<j<n, αj carries that index, and 


b)
for all j, 1<j<n, αj governs αj+1, where for any H such that [αj [H αj+1]], there is
a relation R such that
H R αj+1, where R is a relation of feature sharing
(including structural case checking) 

· (  licensing heads form part of the chain. 

· This might seem a byproduct of a technical change but paved the way for the reinterpretation of the chain condition in derivational terms (Reuland (2001), Lecture on encoding):

· Chain formation is the designated mechanism to encode binding relations in the syntax

· Wherever the choice exists syntactic encoding/and lexical encoding are preferred over other ways to represent binding relations.

Reconsider Brazilian Portuguese (BP) (Menuzzi1999):

Independent evidence for chain formation (Lecture on encoding)

· Facts of the BP type show that the syntactic micro-structure down to the level of morpho-syntactic features plays a crucial role in the conditions on binding. 

Structural Case plays a key role in encoding binding. 

( An option in cross-linguistic variation: 

(81)
A language has the option of licensing object pronouns without structural Case. If so 
there is no competition between SE and a pronominal in local binding 
· Possible instance: 18th century Frisian

3.2. 1st and 2nd person pronouns

The same paradox that we find in 3rd person pronominals in Frisian, also obtains for 1st and 2nd person pronouns in a great many languages:

(82)
Ik schaamde mij niet (Dutch)


I shamed me not


'I wasn't ashamed'

(83)
Wij voelden ons wegglijden (Dutch)


We felt us slip away


Du hattest dich nicht gewaschen (German)


You hadn't washed yourself 

· Must involve different factors than local binding of 3rd person pronominals in Frisian, and  more than just feature deficiency. 

Consider number
(85)
i)   [+speaker, -addressee] ( 1st person 


ii)  [-speaker, -addressee]  ( 3rd person 


iii) [-speaker, +addressee] ( 2nd person 

In the case of 1st and 2nd person pronominals the interpretations of different occurrences of the same pronoun are not independent, but determined by the parameters of the speech event in terms of source/speaker (1st person) and goal/addressee (2nd person). Within the same reportive context all occurrences of I/me or we/us have the same value. The same holds true for 2nd person you. 

Option: 

Matrix clauses and certain embedded clauses have special positions generated within the C- domain that are designated S (for Speaker)  and A (Addressee)  (Baker  to appear (?) see also Sigurđsson 2004)
All uses of a first person pronoun are anchored by being bound by an S operator, and all uses of a second person pronoun are anchored by being bound by an A operator. 

( 1st and 2nd person pronominals are inherently –R (can tail chains)

They derive the +R-property allowing them to head a chain from being locally bound by the S or A-operator ( the chain condition as stated also covers 1st and 2nd person pronominals in a natural way. 

Question: how different from implementation in Reuland (2001) and Lecture on encoding? 

Interesting aside: Gertjan Postma (Postma  2004). 
15th century law texts, covering a period of more than a century in an eastern Dutch dialect. 

· Earliest stages: the 3rd person pronominal may be bound in local contexts. 

· But: no number contrast in local binding contexts. 

When sich/zich emerges this goes together with the development of a number contrast in the pronominal it supplants in reflexive contexts.

(  grammatical number is a crucial factor in the +R status of a pronominal element.

Question: 

· What rules out locally bound pronominals in English? 

· why *I washed me, *you washed you, etc.?  

· NB. Prohibition of locally bound personal pronouns is not absolute (I bought me a book) ( consider the properties of specific syntactic environments. 

For an answer, first consider the lexical reflexivitry and Case

3.3. Lexical reflexivity and Case
(86)
a.
The children washed.


b.
Gosha suu-n-ar.(Vinokurova 2005)



Gosha wash-refl-pres

c.
O Yanis pli-thi-k-e.



Yanis wash-refl-perf-3sing 
d.
Dan hitraxec.




Dan washed
(87)
Reduction of an internal role  - Reflexivization


a. Vacc (θ1, θ2) ( Rs(V) (θ1- θ2)

b. V[Agent]1 [Theme]2 ( V[Agent-Theme]1
TS: languages vary as to whether valence reduction also eliminates the accusative (e.g. English, Hebrew), or leaves a Case residue that still has to be checked (e.g. Dutch, Frisian, Icelandic, Norwegian). 

TS takes a componential approach to Case 

As motivated by Icelandic ECM: an ECM  verb that standardly "assigns/checks" accusative, licenses not an accusative, but the quirky case in the downstairs clause:

(88)
a.
… Vmatr  [CP [ DPQ  Vfin  …..]]

b.
… Vcontr  [CP [ DPQ=PRO ađ [Vinf ….]]]

c.
… VECM  [ DPQ ađ [Vinf ….]]

Assumption: Accusative case checking involves two components: 

· thematic accusative case

· structural case associated with the functional structure of the verb 

Claim is: in a class of languages (including Dutch, Frisian, Icelandic, Norwegian) valence reduction leaves the structural accusative which has to be checked. 

(89)
a.
Jan waste



Jan washed (something else)

b.
Jan waste zich


Jan washed

What about English? 

(90)
a.
John behaved


b.
John behaved himself


c.
John washed

( valence reduction obligatorily reduces thematic accusative case but need not eliminate the structural accusative

· Optionality can be captured by stipulating that behave gives rise to a well-formed derivation both in a numeration with v*, and in a numeration without one. 

· Numeration without v* ( no Case ( neither me nor myself
· Numeration with v* ( transitive frame ( myself
Why contrast between English and Dutch, etc? 

· Only in English does the T-system represent a full-fledged independent syntactic constituent – witness the differences under canonical tests such as VP-deletion, as opposed to the fusional character of the V-T system in the other languages under discussion.


Consequence: In English a SELF-anaphor should not be required  in ACC-ing where the ACC cannot not move out (Reuland 1983):

A google search  gives a variety of examples as in (91):

(91)
a.
I can see me having to pay his therapy bill for him when he’s older

b.
Do you recall you being invited and not wanting to go?

c.
He remembers him having to grow up the same way. He now understands what

rich people are like.



d.
He does not recall him having to use a compass to get to the LP/OP site

e.
We see us having to pick up huge bills


f.
They charged us for them having to clean the vent..

The same observation can be made for complements of want headed by a null-variant of for  which assigns or mediates Case (Kayne 1981).

A google search:  examples of the type I want me to VP are not rare. 

Consider further the problem with anaphors noted in Kayne (1981):

(91)
g.
*John is counting on himself leaving tomorrow


h.
??He’s in favour of himself being sold as a slave


i.
*He favours himself being sold as a slave

NB. In the English cases the pronominal is always in direct competition with PRO ( effect of ‘Avoid Pronoun Principle’ (Chomsky 1981). 

3.4. German sich
German is remarkable in two other respects:

i.  it allows the anaphor sich where Dutch and other Germanic languages require (a cognate of) zichzelf;    

ii) in locative PPs, where Dutch allows either zich or hem, German only allows sich.  

These issues will be discussed in turn.

3.4.1. German sich and Reflexivity

Dutch

(92)
a.
Max1 haat zich*(zelf)1 

 

Max1 hates himself1

b.
Max1 praat over zich*(zelf)1


Max1 speaks about himself1
(93)
German:


a.
Max1 hasst sich1
 

Max1 hates himself1

b.
Max1 spricht über sich1


Max1 speaks about himself1
Two lines to be explored:

i. 
Sich is not what it appears to be

ii. 
The relation between sich and the verb is different in German

Both lines turn out to be correct.

i. Appearances are deceptive
SE-anaphors have the structure in ( 94a) and SELF-anaphors the structure in (94b):

(94)
a.
[DP  SE [NP ø ]]


b.
[DP  Pron/SE [NP  SELF  ]]

Nothing requires that the Pro/SE part in D be overt.  Thus, assuming that the ø-element can be licensed, nothing forbids a structure of the form (95) to qualify as a SELF-anaphor:

(95)

[DP  ø  [NP  SELF  ]]

( if it can be shown that sich in  (93a) is actually in the SELF position, as indicated in (96),  sich could well be a reflexive marker.  

(96)

[DP  ø  [NP  sich  ]]

Stress provides such evidence. 
(97)
a.
Max1 haat zichZELF1 

 

Max1 hates himself1

b.
Max1 praat over zichZELF1


Max1 speaks about himself1

c.
Max1 gedraagt zich1/*ZICH



Max1 behaves SE1
     
d.
Max1 legt het boek achter zich1/*ZICH



Max1 puts the book behind SE1
As observed in Everaert (1986), zich also fails to undergo topicalization. This is independent of the thematic properties of its verb. Thus in (98), only the SELF-form can be topicalized.

(98)

Zichzelf/*zich wast Max



Himself Max1 washes

German sich bears stress in some, and is unstressed in other positions (e.g. Everaert 1986). The crucial fact is now that the positions in which sich may bear stress coincide with the positions in which Dutch has zichzelf. In positions where sich  may not bear stress, Dutch has zich. 
(99)
a.
Max1 hasst SICH1
 

Max1 hates himself1

b.
Max1 spricht über SICH1


Max1 speaks about himself1

c.
Max1 benimmt sich1/*SICH (gut)



Max1 behaves himself1 (well) 


d.
Max1 legt das Buch hinter sich1/*SICH



Max1 puts the book behind himself1
As is the case with Dutch zich, unstressable sich cannot be topicalized (Everaert 1986):

(100)

*Sich benimmt Max gut



himself Max behaves well 

( The distinction between the SE- and the SELF-anaphor may just be expressed somewhat more indirectly in German than in Dutch, viz. in the stress pattern.

Gast and Haas (2005): two uses of sich must be distinguished, sich as a clitic and sich with full pronominal structure, including the capacity to bear stress, appear in PPs, etc. 

· Reciprocal interpretation can only be contributed by clitic sich. Illustrative contrast  (Gast and Haas 2005: (22)) in (101):

(101)
a. 
SICH konnten die Spieler nicht leiden, aber sie mochten den Trainer.

SE could the players not bear but they liked the coach

‘The players couldn’t bear themselves/*each other, but they liked the coach.’


b. 
Die Spieler konnten sich  nicht leiden …. 

The players could not bear themselves/each other..

Moreover, sich cannot have the reciprocal meaning either if it is coordinated with another noun phrase (Gast and Haas 2005: (23)), again a use where it is in  non-clitic position.
(102) 
Erst lobten die Spieler SICH und dann die GEGNER.

first praised the players SE and then the opponents

‘The players first praised themselves/*each other and then their opponents.’
This brings us to the second line indicated above:

ii. The relation between sich and the verb is different in German

Gast and Haas show that in some of its uses sich  is a clitic in German. Contrast with Dutch


(103)
Middle


a.
Das Buch verkauft sich gut



The book sells well


b.
Het boek verkoopt (*zich) goed 



The book sells well

( German is a syntax language in the sense of the TS, whereas Dutch is a lexicon language. ( productivity of reduction/clitic-reflexivization, much as in other syntax languages. 

However: i. sich is also able to license reflexivity in PPs; ii. German shows no restrictions on sich-reflexivization of verbs with experiencer subjects. 

Not only lexicon languages such as Dutch and English (and also Sakha, see Vinokurova 2005) but also syntax languages, such as Modern Greek, SerboCroation and Italian have restrictions on valence reduction of subject experiencer verbs. For instance, all of (104)-(106) are impossible on the intended reflexive readings:

(104)
Modern Greek

*O Yannis jnorizete (Papangeli 2004)


Yannis knows himself

(105)
Serbo Croation 

On se voli ≠ he loves himself (Marijana Marelj, personal communication).

(106)
Italian 


*?Gianni si odia (Pino Longobardi, personal communication)


Gianni Cl hates

Instead a full reflexive is required. Why does German so easily allow (107):

(107)
Der Johann hasst sich (no problem whatsoever) 

Given what has been established about German sich so far, this fact immediately follows: non-clitic sich reflexive-marks the predicate hassen just like a SELF-anaphor would.

3.4.2. Case and Case Distinctions

Dutch and English locative and directional PPs show no complementarity between bound pronouns and anaphors. So, in Dutch we have both  Jan1 zag een slang naast zich1 'John saw a snake next to him' and Jan1 zag een slang naast hem1 'id.'. Modern High German requires sich in such cases. This is illustrated in (108):

(108)
a.
Claus1 sah eine Schlange neben sich1

b.
*Claus1 sah eine Schlange neben ihm1


Claus saw a snake next to him


c.
Claudia1 setzte die Pflanze hinter sich1

d.
*Claudia1 setzte die Pflanze hinter ihr1/sie1


Claudia put the plant behind her

(109)
a.
Manuela tanzte im Zimmer (herum)



Manuala danced in-DAT the room (location)


b.
Manuela tanzte ins Zimmer (hinein)



Manuala danced into-ACC the room (direction)

Barriers and the MP versions of the problem very much alike: the Case of P's complement is not just determined by P. The Case that marks location versus direction is determined by V and P jointly, which minimally requires that there is a real grammatical relation between V and the complement of P. 

Proposal: 

· a full PP checks the thematic Case of the verb – if it is linked to a theta-role -   but the preposition checks the structural Case feature of the DP. 

· Object accusative Case is checked by a DP that is a direct complement of the verb. In German, one has morphological Case – checked by P- that must be licensed by V. If so, the Case on the complement of P has a structural component related to the V-system. Given the definition of the chain condition, this is what makes sich/ihn enter the chain headed by Claus, leading to a violation of the chain condition for the +R ihn. 

In English and Frisian, Case checking with and within the PP establishes no Case connection between V and the complement of P.

3.5. Concluding the discussion of Case and chains
Account for the variation in terms of cross-linguistic differences entirely independent of binding. Only needed:

· independent differences in low level properties of the Case systems

· the extent in which the verbal functional structure is fusional

· the claim that the contrast between clitic and tonic forms of German sich is reflected in their syntax. 

Further instances of cross-linguistic variation: 

· Dutch dialects with z'n eigen "his own" (see Barbiers and Bennis 2003, and  Barbiers et al. 2005). 

· many current German dialects in which sich is limited to accusative positions or even to just the direct object positions (Keller (1961)), as is is also true of Middle High German up to the 15/16th century (Keller (1978)).
· Old English locally bound pronominals (like Frisian ?)

· Our approach dispenses with BT as an independent module 

· What we developed is a proposal for a method of how to go about investigating binding phenomena. 
· The present approach is committed to the view that BT principles should reflect general properties of the computational system of human language, and the design of the language faculty in general. 

· Cross-linguistic variation is then to be captured by investigating how these general principles interact with the fine structure of the elements that constitute the material for the computations.

The same general methodology can be applied to the variation in non-local binding of SE-anaphors (including POSS SE anaphors) that obtain among the Germanic languages. 

IV. Long-distance binding in Germanic
Expectation (cross-linguistically): Chain formation/non-local binding is possible, unless a property of the configuration blocks it. If chain formation between a SE-anaphor and matrix TAGR (and subsequently the antecedent) is based on composing dependencies, clearly no chain can be formed unless mediated by the matrix verb. The relevant configuration in Norwegian is given in (110), making explicit some of the structure in the downstairs clause:

(110)
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Whether one has head-movement, or chain composition as a model, in all implementations a route including all intermediate heads is required. This requirement cannot be met in "extraposition" configurations. 

Germanic SOV languages: an "extraposed" clause has in fact been left behind in a low position by movements depleting the original verb phrase from verb and nominal arguments, where the latter material actually moves higher in the structure. 

In an SOV structure there is at least one step in which a phrase containing the verb that originated as a sister to the complement clause, moves up to a position to the left of its inflection – if more than the verb is moved, the CP-complement has left the verb phrase before movement takes place. 

The configuration is given in (111):

(111)
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Moving the verb (or a constituent containing it) from the sister-position of the infinitival clause (indicated by ti ), crossing  TAGR, disrupts the possibility to form a DP, TAGR, V, …. SE chain. 


In the Scandinavian SVO languages the verb stays to the right of inflection, hence lower than the latter. Since there is no crossing, nothing prohibits the matrix V from mediating in establishing a chain relation between SE and the matrix TAGR and subsequently the subject.  

(112)
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Precisely because in small clauses and bare infinitivals in Dutch and German, no "extraposition" structures obtain, binding into these constructions is possible, except when some other process interferes – such as the role of zich/sich as a Case checker and marker of an arity operation when it is in object position.
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� The reference to P includes P's extended projection. 


� One may wonder  - as is occasionally done in the literature - whether distinguishing between syntactic and semantic predicates does not carry a cost. Would it not be more parsimonious to entertain just one notion of predicate? This may seem a reasonable question at the macro level, that is if one entertains the idea that there is something like a grammatical module called 'binding theory'. However, in a theory that sets out to derive BT phenomena from the very way in which grammar operates at the micro level the question makes no sense. Consider the contrast between (i) and (ii):


(i) 	*we voted for me 


(ii) 	we elected me. 


It is a matter of fact that we voted for me entails that the vote-for relation holds between each individual of the we-set and me, consequently, one of its entailments is I (λx (x voted for x)), whereas no such entailment holds in the case of we elected me. (See for illuminating discussion from a computational perspective Bonato 2006). 


Or consider that him cannot be bound by John in (iii), but can in (iv):


(iii)	In the end John convinced [Mary and him*(self)] [PRO to leave the country] 


(iv)	In the end John expected [[Mary and him(self)] to leave the country]. 


The essential difference between (iii) and (iv) is that (iii), being a control structure, entails a convincing-relation between John and him, whereas there is no expectation-relation between John and him in the ECM case (iv).  


Compare this to (v):


(v)	*John zag zich


	John saw SE


In the present system the ill-formedness of (v) is captured by the same principle that also captures the ill-formedness of (i) and (iii), namely Condition B operating on semantic predicates. Of course, (v) does not carry its analysis on its sleeve, so taken by itself it shows nothing about the relevance of the semantic/syntactic predicate distinction. But analyzing (v) in a different manner does not absolve one from accounting for (i) and (iii). Any account given of (i) so far  – the contrast between (iii) and (iv) is not discussed  in previous literature - relied on indexing conventions that do no more than sneak in the notion of a semantic predicate in a round-about manner. A slightly different way of asking the question that reflects the worries about parsimony is in terms of optimal design. Wouldn't a system in which binding conditions can be stated on the basis of only one notion of predicate be better designed than one with two such notions? Also if we put the question like this, is it hard to make sense of it. Any system computing the entailments of  vote-for versus elect type predicates will have to represent the atomic-non-atomic contrast.  So the representations are there, the empirical question is then whether and how the computational system accesses them. The only consideration that counts, apart from the empirical contrasts discussed, is whether we need to introduce any specific stipulations to capture the contrasts.. 


� Cardinaletti and Starke (1996) present a further division of pronominals into strong pronouns, weak pronouns and clitics. For current purposes this subdivision appears to play no significant role, hence I will not discuss it here.


� Williams (1994: 104) takes issue with the approach defended here. He claims – I quote-  that "the fundamental problem with R&R's (=Reinhart and Reuland 1993, EJR) account is that there is nothing in the account intermediate between lexical and logophoric anaphora. In Dutch, for example zichzelf does seem to hold roughly of co-arguments … . However, not only is zich not a discourse-level anaphor, it in fact has rather tight locality restrictions, something like English himself, - a property R&R's account will entirely miss". He continues with "What is needed … is something intermediate between coargument and discourse level".


But: Reinhart and Reuland (1991) contains an extensive discussion on the interpretation of zich, with a precise analysis of the way its locality properties are derived, giving indeed a domain that can be characterized as "intermediate" This analysis is explicitly referred to and adopted in R&R: 659, pp xx in this book. Concerning "intermediacy" in the analysis of English himself, himself is not a SE-anaphor such as Dutch zich, nor does it contain one as Dutch zichzelf, and its properties are quite different from either. Hence, indeed, there is no syntactically determined intermediate domain for English himself.  Once exempt, the interaction between general conditions on interpretability (binding, discourse) will determine the range of its possible antecedents as we saw in the text. 


� To see this point compare the following two missing argument cases:


 (i)	a. The papers were extremely tough reading. The instructor's careful  examination took a long time.


	b. The papers were extremely tough reading. *The instructor carefully examined for a long time.


In both cases an argument is required (see Grimshaw 1990 for discussion of the obligatoriness of the argument in the a-case without a context). However in (ia) the requirement is "only" semantic, hence it is sufficient if an appropriate context can provide the value of the argument. In (ib) there is also a syntactic requirement, namely some element must check the (uninterpretable) accusative Case feature of the verb. Hence,  the context cannot make up for the violation. 


� For current purposes it is irrelevant to what extent these conditions can be further reduced. 


�  Raises the question of why the derived position of the SELF-anaphor is spelled out, and the "derived position" of SELF isn't.  Would be resolved if covert movement is in fact a reflex of semantic interpretation, interpretive merge (IM), taking place in tandem with Merge. See Reuland 1998 for discussion of IM.


� Whether transitivity is marked by a separate head, in the form of v*, is orthogonal to current debates concerning the relation between conceptual and lexical-syntactic structure. Roughly sketched, distributive morphology (DM- see Halle and Marantz 1993, Marantz 1997, Borer 2003) contends that conceptual structure – the encyclopedia – is entirely independent of the lexico-syntactic encoding. Little n, v, a, is what makes a concept a noun, verb, or adjective, the functional head v* is what makes a verbal projection transitive. Siloni (2002), Vinokurova (2005) show that there are problems with this view. Being a basic verb, a basic noun, a basic adjective, are properties inherent in the concept. Reinhart (2002) and subsequent literature show that properties such as being transitive, able to license accusative Case, etc. can be read off the conceptual structure, hence are not induced by syntactically adding a v*, etc. In this theory, theta-roles are encoded as feature clusters. Certain combinations of feature clusters cause a verb to be marked as an accusative Case assigner, or require an argument to be merged externally. The theory does not make explicit how being able to license ACC, or being linked to an external argument are syntactically represented. This is what I wish to do here. The text proposal represents the position that externality is configurationally represented. If a verbal concept is such that one of its roles is must be realized on an external argument, syntax does so, by projecting a v*. If a verbal concept, is such that its internal argument receives ACC, this is syntactically realized as a property of the v*. Essentially, this allows us to adopt certain specific proposals as the have been developed in the context of the minimalist program and DM, without adopting DM's particular view on the interface with the conceptual system.   


� Or dependent on P for Case and theta, to use a more neutral formulation.


� As an aside, note that the argument variables of R are bound by the (-operator, and there is no 'logical' sense in which "the girls" binds "themselves".


� Prima facie it would seem that the conceptual structure –as such not visible to the CS – has a similar status as the encyclopedia in approaches such as distributive morphology – DM - (Marantz 1997,  Borer 2003, 2005). It seems that there is one important difference, though. Concepts in TS do not just represent facts about the world, but reflect mental principles underlying the way we organize and conceptualize the world. Thus conceived, the conceptual system in TS is in one dimension more restrictive, in another dimension more comprehensive than the encyclopedia in DM.  


� The two binary features define nine feature clusters.


(1) 	[+c+m] 	Agent


(2) 	[+c-m] 	Instrument


(3)	[-c+m] 	Experiencer


(4) 	[-c-m] 	Theme


(5) 	[+c] 	Cause


(6) 	[-c] 	Recipient Goal/Benefactor


(7)	[-m] 	Subject Matter/Source


(8) 	[+m] 	Sentient


(9)	[-]	Arb in middles 





� Marelj (2004): the generalization in (28c) captures the fact – discussed in Pesetsky (1982) - that verbs like ask and wonder differ in their Case properties, witness the contrast between John asked the time and *John wondered the time. Ask is encoded as ([+c+m], [-c-m]), wonder as ([+m], [-m]). Hence ask meets the requirement for assigning ACC, wonder does not. 


� Neutral to the issue of how the notion of externality is syntactically realized.   


� Formally such middles employ the same tools as passives. However, as Marelj shows, passive and middle uses can be successfully distinguished.    





� For sake of concreteness, consider the following implementation. 


- in English or Dutch inherent Case is licensed by P only


- in Frisian inherent Case is also licensed by V and A, as in (i). 


(i)	α is licensed with inherent Case if α is a sister of Xi  (X=P,V,A; 0<i<1)


. 


� Original definitions from (Chomsky 1986a: 8):


(i)	α governs β iff α m-commands β and every barrier for β dominates α


(ii)	α c-commands β iff α does not dominate β and every γ that dominate α dominates β


	Where γ is restricted to maximal projections α m-commands β


� This conception of a minimality barrier is effectively carried over into the minimalist program in the form of intervention effects on probe-goal relationships.


� Note that "no chain" does not entail "no binding". It only entails: no encoding of the binding relation in narrow syntax. This distinction is crucial for evaluating this approach when applied to other languages. No language carries its analysis on its sleeve. The existence of a binding relation between ( and (, where ( is fully specified for phi-features only bears on the chain condition if there are relations Ri such that (R1(R2(R3….Rn(( (where ( stands for the composition operation).  


� See Van Gelderen (2000) for discussion of the relation between Case and reflexives in the history of English. 


� This property is illustrated in (i)-(iii) from Schütze (1993):


(i)	Mér líkar við hann.


I(D) like him(N)


(ii)	María telur mér/*mig líka við hann.


Mary believes me(D)/*me(A) to-like him(N) (Thráinsson 1979: 352)


(iii)	Mér er talið líka við hann.


me(D) is believed to-like him(N) (Thráinsson cited in Schütze 1993)


� 1st person singular and plural abound. For some reason, 3rd person plural is very rare. For 3rd person singular examples with a PP were more frequent: 


(i) He complained about him having to take a dump.


(ii) He blamed me for him having to make several trips to the atm
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