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1. Introduction: The problem

Important goal: 

· determining the universal properties of human language: how is language rooted in our cognitive system?

Based on:

· the logical problem of  language acquisition

· language acquisition on the basis of presentation only requires sufficient restrictions on the hypothesis space

Question: What is the type of properties of language one may expect to find encoded in our cognitive system (universal grammar)?
- Related issue: What type of evolutionary event could have given rise to these properties in their present state?

Specific claims to universality:

· Chomsky (1980): The "Specified Subject Condition" as a language universal is innate.

· Also – more generally:  the binding conditions are innate (Wexler, Grodzinsky & Reinhart) 

Specified Subject Condition (Chomsky 1973):

(1)    No rule can involve X, Y in the structure 

       ... X ... [a ... Z ... -WYV ... ] ...

       where Z is the specified subject of WYV in a
Typical illustration:

(2)
Maxi expected [Lucie to admire himi /*himselfi] 
But:  It is extremely unlikely that an evolutionary event could have caused complex principles like the SSC as such being encoded as part of our "wetware". 

2. The fine structure of grammar 

Consider grammar as a computational system (Chomsky 1995, and subsequent work)
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( Possible sources of invariance in CHL  -  abstracting away from invariance in other domains (lexical/conceptual, pragmatics):   

· Type 1. Necessary properties of computations, modulo a medium in which they take place

· Type 2. Economy of  computation, modulo resource types and restrictions

· Type 3. General properties of computations specific to language

· 3A formal properties

· 3B properties of the (general) structure of vocabulary items (feature structure)

Substantive claim (Chomsky 1995, etc.):  

Syntax (CHL) is a combinatorial system of objects from a strictly morphosyntactic vocabulary.  

- CHL allows for a minimal set of operations: Combine=Merge (EM, IM); Match=Agree (Check, Delete)

- Agree, IM are triggered by morpho-syntactic features of vocabulary items

- Inclusiveness condition: Derivations only involve morpho-syntactic objects (“no lambda’s, indices, etc.”)

- Condition: Full interpretation

3. A Case study: Binding 

Preliminaries:

All languages have elements that may or must depend on another expression for their interpretation (English him, himself, Dutch hem, zich(zelf), Russian ego, seb'a, svoj, etc.). The principles governing these dependencies cannot be derived from 'logic' alone: 
(i)
a.
*Alice defended her

b.
Alice saw that the cat was watching her 

Her in (ia) cannot be interpreted as Alice, although nothing intrinsic in either Alice or her precludes this, as shown in (ib) (where italicized expressions have the same values). Next (ii):

(ii)
a.
Alice defended herself
b.
*Alice expected the king to invite herself for a drink


c.
Alice's friends liked her/*herself
In (iia) herself receives the value of Alice but in (iib,c) this is impossible. In (ia) our interpretive system can value her with any other female individual than Alice, in (iib,c) no canonical interpretation is available for herself. (iii) further adds to the puzzle:

(iii)
a.
Alice was surprised how fast she was growing


b.
*She was surprised how fast Alice was growing

Reasonable approximation:  Canonical Binding Theory (CBT) (Chomsky (1981)
(iv)
(A) 
An anaphor is bound in its local domain (=governing category)

(B)
A pronominal is free in its local domain (=governing category)

(C) 
An R-expression is free

I) b is a governing category for a if and only if b is the minimal category containing a, a  governor of a, and a SUBJECT (accessible to a)\

II) 
a c-commands b iff a is a sister to ( containing b

Schematically: [a
[( …. b…. ]]

III)
a binds b iff a and b are coindexed and a c-commands b
Binding versus coreference (Heim 1982, Reinhart 1983):

(v)
a. John has a gun. Will he shoot?


b. Everyone/No one has a gun. *Will he shoot?

(vi)
a. John was convinced that he would be welcome


b. Everyone/No one was convinced that he would be welcome

Coreference is not linguistically encoded

What is binding, and how is it encoded?

- Definition (iv/III) is in terms of coindexing. Violates inclusiveness ( not applicable any more

Reinhart (2000, 2006):  linguistic binding is to be understood in terms of the logical notion of binding. Essentially binding is seen as the procedure in logical syntax
 of closing a property.

Logical syntax binding
(vi) 
A-binding 


α A-binds β iff α is the sister of a λ-predicate whose operator binds β

It captures binding in contrast with coreference in the standard way as illustrated in (vii): 

(vii)
a.
Lucie respects her husband and Masha does --- too

b.
Lucie (λx (x respects y’s husband)) and Masha (λx (x respects y’s husband)) (y can be valued as any female individual including Lucie)

c.
Lucie (λx (x respects x’s husband) and Masha (λx (x respects x’s husband))

- Binding obtains if the dependent element is translated as a variable identical to the variable arising from its prospective binder. 

-Binding versus coreference is not encoded in the syntactic representation (viia) 

- variable binding is encoded at the C-I interface

- (co-)reference is established beyond the C-I interface in the interpretive system

Neither vbl binding as such nor coreference are encoded in (narrow) syntax (NS).
Requires a 'traffic rule'  Rule I (Reinhart 1983, Grodzinsky & Reinhart 1993, Reinhart 2006): 

· Max admires him 

· *Max (λx (x admires him) & him = Max

· Max (λx (x admires x)

Rule I: Intrasentential Coreference

NP A cannot corefer with NP B if replacing A with C, C a variable A-bound by B, yields an indistin​guishable inter​pretation.

or: as modified in Reinhart (2000, 2006): 


Rule I



a and b cannot be covalued
 in a derivation D, if


i. a is in a configuration to A-bind b

ii. a cannot A-bind b in D


iii. the covaluation interpretation is indistinguishable from what would be obtained if a 
A-binds b
( marked change wrt view on indices in CBT 

Question: Where do the Binding conditions apply and what do they follow from?

The puzzle: there is a wide range of variation in anaphoric systems: 

· There are systems with more distinctions than just the distinction between anaphor and pronominal. For instance (limiting ourselves to a very small subset of cases to exemplify the point): 

· Dutch has a 3-way system: pronominals such as hem 'him', simplex anaphors (henceforth, SE-anaphors) such as zich 'himself', complex anaphors (SELF-anaphors) such as zichzelf 'himself' (Koster (1985), Everaert 1986)

· Icelandic, and Norwegian with the other mainland Scandinavian languages) have a 4-way system: Pronominals, SE-anaphors, SE-SELF and Pronominal-SELF (e.g. Hellan 1988) In addition to structural conditions, also properties of predicates play a role in determining binding possibilities:

· English has John washed (no object) with a reflexive interpretation, but not *John hated
· Dutch has Jan waste zich (a SE-anaphor), but not *Jan haatte zich, etc.).

· "Reflexive" clitics in Romance and Slavic languages do not clearly fit in.  

· There is cross-linguistic and cross-anaphor variation in the binding domains 

· Scandinavian seg/sig versus Dutch zich and German sich (Everaert 1986)

· Romanian sine (Sevcenco 2006)   

· Under certain structurally defined conditions certain anaphoric forms need not be bound

· Free ("logophoric") use of himself in English

· John was hoping that Mary would support *(no one but) himself

· Free ("logophoric") use of sig in Icelandic

· Certain languages allow locally bound pronominals

· him in Frisian: Jan waske him 

· 1st and 2nd person pronominals across the board: Ich wasche mich, jij wast je,  nous nous lavons, etc. but not in their English counterparts: I wash myself/*me, you wash yourself/*you, etc.

· Certain languages require a special form for local binding, but do not require that form to be locally bound 

· Malayalam (Jayaseelan  1997)
· raamani tan-nei *(tanne) sneehikunnu 


Raman  SE-acc     self   loves 

Raman loves him*(self)

· Peranakan Javanese (Cole, Hermon, Tjung, Sim & Kim, to appear)

i. 
[Gurue Tonoj]i ketok dheen*i/j/k nggon kaca. 


teacher-3 Tono see 3sg in mirror


'Tono's teacher saw him/her in the mirror.'


ii.
Alij ngomong nek aku pikir [Tonoi ketok awake dheeni/j/k nggon kaca].


Ali N-say COMP 1sg think Tono see body-3 3sg in mirror


'Ali said that I thought that Tono saw himself/him in the mirror.'
Summary: Diversity

( There is no absolute binding obligation for "anaphors"

(  There is no absolute obligation of freedom for "pronominals" 

( It is impossible to provide an independent characterization of anaphors versus pronominals in terms of an intrinsic obligation to be locally bound or free (( [+ anaphor] and [+ pronominal] (Chomsky (1981 and subsequent work) are not primitive lexical features)

Entails: The CBT is too bad to be true & we have depart from binding theory as we knew it. Yet, the CBT was quite successful ( it is too good to be false.

Reassessment was necessary in any case: The CBT defined in terms of coindexing, but:

(4)
Inclusiveness condition 


( Indices have no status in the grammar, since they never have any morphosyntactic 
realization. 


( The results based on the use of indices are to be reassessed and stated either in 
proper syntactic terms or proper semantic terms. 

· Given the tools available for encoding dependencies one can no longer expect exceptionless macro-universals as in the CBT. 

Line to pursue: distinguish between macro-universals and micro-universals

· micro-universals concern the elementary properties of the computational system

· macro-universals result from the interplay of elementary processes

Opens the door for why-questions

(5)
CBT consists of macro-universals, reflecting the How, but leaving open the Why
· Why must pronominals be free – in so far as they have to be?

· Why must anaphors be bound – in so far as they have to be? 

Why ( shift the account from descriptive macro-universals to the factors underlying linguistic invariance.

Answering the questions in (5) requires investigating the micro-structure of binding.

(6) 
Investigating binding:
i. Provide an independent definition of "binding" . 

ii. Investigate binding possibilities of elements in terms of 

A) their intrinsic feature content (only features that are independently motivated, such as person, number, gender, etc., not: +/- anaphor, +/- pronominal, etc.)

B) their internal structure (pronominal, additional morphemes) (see already 
Hellan 1988)

C) the interaction of these elements with the linguistic environment (semantic and syntactic) as it is driven by their features.

iii. Ideally no condition should be specific to binding 

( conditions on binding should follow from general properties of the computational system

\

( Definition of A-binding:

(iv)
A-binding (logical-syntax based definition)

α A-binds β iff α is the sister of a λ-predicate whose operator binds β

This definition of binding covers both local and non-local binding, involving "pronominals"  and anaphors":

(9)
a. 
John voelde zich wegglijden



John felt himself slip away


b.
John λx (x voelde [x wegglijden])

(10)
a.
Every boy left after Mary had laughed at him


b.
Every boy λx (x left [after Mary had laughed at x])

Narrow syntax versus logical syntax: 

· binding of him is not encoded in narrow syntax 

· binding of zich is syntactically encoded (Reuland 2001)

Economy hierarchy (Reuland 2001, forthcoming): 

· narrow syntax < logical syntax < discourse 

3.1.  Why is there a condition B?
Preliminary step
Separate syntact effects ("chain condition") from reflexivity effects, which involve argument structure
(11) 
General condition on A‑chains (Reinhart & Reuland 1993)
A maximal A‑chain (α1,..., αn) contains exactly one link ‑ α1 ‑ which is both +R (= fully specified for phi-features) and marked for structural Case.

· Captures a.o. contrast between Dutch and Frisian:

(a)
Jani wast zichi/hemj/*i (+structural Case)

(b)
Jani wasket himi/j (-structural Case, J. Hoekstra 1994)

(12)
i. Reflexive (semantic) predicate: 


a.
Jani haat zichzelfi/*zichi (Dutch)

b. 
Peteri hader sig selvi/*sigi (Danish)

c.
Jani hatet himselsi/*himi (Frisian)

John hates himself

d.
Jani wast zichi (Dutch, lexical reflexive)

e.
Jani wasket himi (Fr, lexical reflexive)


John washes

ii. No reflexive semantic predicate:


a. 
Johni voelde [zichi/*hemi wegglijden] (Du)


b.
Johni fielde  [himi fuortglieden] (Fr)


c.
John λx (x felt [x slide away])

Claim: Reflexivity must be licensed (Reinhart and Reuland 1993): 

(13)
Condition B: A reflexive (semantic) predicate is reflexive-marked 


(either lexically, or by a SELF-anaphor

Core configuration:
(14)
DP V pron ( * ( λx (x V x) 

Schladt (2000):

Languages avoid this configuration:

· Adding SELF (additional use as focus marker, intensifier)

· Doubling

· Bodyparts (most predominant in Schladts 147 languages sample)

· Verbal marker

· Embedding the bound element in a PP

"Something has to be done" to license reflexivity ("reflexive marking"):
Fundamental question: The translation process leading to binding is intrinsically free; hence why Condition B or anything like it?

Some examples

(15)
raamani tan-nei *(tanne) sneehikunnu (Malayalam, Jayaseelan 1997)

Raman  SE-acc     self   loves 

Raman loves him*(self)

(16)
Peranakan Javanese (Cole, Hermon, Tjung, Sim & Kim, to appear)

i. 
[Gurue Tonoj]i ketok dheen*i/j/k nggon kaca. 

teacher-3 Tono see 3sg in mirror

'Tono's teacher saw him/her in the mirror.'

ii.
Alij ngomong nek aku pikir [Tonoi ketok awake dheeni/j/k nggon kaca].

Ali N-say COMP 1sg think Tono see body-3 3sg in mirror

'Ali said that I thought that Tono saw himself/him in the mirror.'

(17)
Kannada (Lidz 1996) 

a. 
naanu nannannu *hoDede / hoDedu-koNDe 

I I-ACC beat-tns-agr / beat-VR-tns-agr

“I beat *me / myself”

b. 
niinu ninnannu *hoDede / hoDedu-koNDe

you you-ACC beat-tns-agr / beat-VR-tns-agr

“You beat *you / yourself”

c. 
hari tann-annu hoDe-du-koND-a

hari self-ACC hit-PP-REFL.PST-3SM

“Harry hit himself”
( Question: Why is "brute force reflexivization" ruled out?  

· "brute force reflexivization": 

· binding of one argument of a predicate (e.g. a direct object pronoun) by another (e.g. the local subject), where the bound argument is an expression solely consisting of phi-features (person, gender, number) (this includes hem 'him', zich, sig, etc., but not zichzelf, etc.) 

For sake of concreteness, consider: 

(18)
a. 
[DP [V Pronoun]]


b. 
*Jan haat zich  (Dutch)

John hates SE 


c.
*Jan hatet him  (Frisian)

Claim: (18a) is ruled out due to a basic property of any computational system

· IDI=Inability to Distinguish Indistinguishables.

Condition B of R&R (1993) reflects an Invariant of type 1. 


By assumption:  V is a 2-place predicate that has to assign different theta-roles to subject and object ( two different objects are required to bear the theta-roles (theta-criterion) 

Translating pronouns as variables + definition of binding ( 
(19)
DP (x [x V x)] 

(19) contains two tokens of the variable x.

Claim: due to IDI they cannot be read as two objects at/beyond the C-I interface.

Two tokens of the same element can only be distinguished if they qualify as different occurrences. (Chomsky 1995: an occurrence of x is the expression containing x minus x)

· John was seen (John)

· – was seen John

· John was seen – 

Tools for keeping track: Order, Hierarchy

Order: 

PF property, not available at the C-I interface

Hierarchy:
Interpretation at the C-I interface ( breakdown of purely syntactic hierarchy



(e.g. X' and its equivalents)



Rational: The interpretive system can only see objects it can interpret

Translating DP V pronominal at the C-I interface involves the steps in (20):

(20)
[VP x  [V' V x ]] (  ([VP V  "x x" ]) ( *[VP V  x]



1


2

3

· The second step with the two tokens of x in "x x" is virtual (hence put in brackets)

· With the breakdown of structure, and the absence of order, stage 2 has no status in the computation: 

· Eliminating V' ( stage 3. 

IDI 
( haten 'hate'  as a 2-place predicate sees only one argument in (18). 

( mismatch between instructions at the interface 

( one theta-role cannot be assigned, or two roles are assigned to the same argument

( theta-violation ( prohibition of "brute force" reflexivization.

(
Issue: How to obtain a reflexive interpretation while avoiding "brute force"  reflexivization?

i)  make the argument structure compatible with this effect of IDI ( apply a lexical or syntactic reduction operation on the argument structure

ii) keep the two arguments formally distinct

( Different roles of "Reflexive Marking": Valence reduction/bundling versus Protection
Valence reduction/bundling

(21)
a.
The children washed


b.
Gosha suu-n-ar (Sakha, Vinokurova 2005)



Gosha wash-refl-pres


c.
O Yanis plithike (Modern Greek)



Yanis washed-refl

d.
Dan hitraxec (Modern Hebrew, hitpael template)




Dan washed
Reinhart (2002) and Reinhart and Siloni (2005):  

· operations on argument structure (Passive, Middle formation, (De)causativization and Reflexivization.)

Reflexivization: valence reduction of a 2-place relation ( bundling of theta-roles 
(22)
Reduction of an internal role  - Reflexivization


a. Vacc (θ1, θ2) ( Rs(V) (θ1- θ2)

b. V[Agent]1 [Theme]2 ( V[Agent-Theme]1
Valence reduction may also affect the Case assigning properties of the predicate. Reflexivization is parameterized in two respects:

· Languages vary as to whether valence reduction also eliminates the accusative (e.g. English, Hebrew), or leaves a Case residue that still has to be checked (e.g. Dutch, Frisian, Norwegian) 

· Languages vary as to whether reflexivization applies in the lexicon or in the syntax.

· Lexicon: V[Agent]1 [Theme]2 ( V[Agent-Theme]1 

· Syntax: 
Upon merge of an external argument, a stored unassigned θ-role must be discharged: [θi]1+[θk].
· Hebrew, English, and Dutch, among others have valence reduction in the lexicon; the element zich in Jan wast zich is only there to check the residual case left by the reduction operation

· French, Italian, Serbo-Croation, etc., have "bundling" in the syntax. "Reflexive clitics" such as se enforce the bundling operation. 

General structure: (23) 

(23)
DP V(-)Morph ( Refl      

Morph: varies over clitics, verbal affixes such as –n- in Sakha, -te in Modern Greek, -Kol in Kannada, sja in Russian, zich in Dutch, etc.

Task: to determine for each language what precisely Morph contributes.

Protecting the variable.

Keeping the arguments distinct:

· any embedding of the second argument will do, provided it is preserved under translation into logical syntax

· Reflexive-licensers (or briefly licenser) are the morphological elements that achieve this. 

The general structure:  

(24)
a. 
DP V  [Pronoun Morph]


b.
DP (x [V(x, [x M])]

Particular instance: zelf in Jan bewondert zichzelf  'John admires himself':

General: intensifiers, focus markers, doubling, bodyparts, prepositions, etc. 

Limitations on Freedom:  choice and interpretation of M are limited by conditions of use:

· (24) must be useable to express a reflexive relation. 

· if M is interpreted as yielding some function of x, use restricts what are admissible values.

(25)
DP ((x V(x, f(x)))

Condition: ||f(x)|| is sufficiently close to ||x|| to stand proxy for ||x||

Proper logical syntax representation of cases where Morph is a Body-part, a Focus marker,  an Intensifier, etc. 

Space for variation: Any verbal morpheme that introduces an asymmetry between the two arguments that is retained in logical syntax will have the required effect. 

The condition in (25) represents a requirement of FIT: An encoding should FIT conditions of use. 
Two strategies illustrated:

(26)
Georgian (Amiridze 2006)

a.
giorgi-mi tav-ii ø-i-k-o (simplex + i)
Giorgi-ERG self-NOM 3BNOM.SG-PRV-praise-3AERG.SG.AOR.INDIC

“Giorgi praised himself”

b.
* giorgi-mi [tavis-i tav-i] i ø-i-k-o (complex + i)
Giorgi-ERG 3REFL.POSS.SG-NOM self-NOM 3BNOM.SG-PRV-praise-3AERG.SG.AOR.INDIC

“Giorgi praised himself [not me, you or someone else]”

c.
giorgi-mi [tavis-i tav-i] i ø-a-k-o (complex + a)
Giorgi-ERG 3REFL.POSS.SG-NOM self-NOM 3BNOM.SG-PRV-praise-3AERG.SG.AOR.INDIC

“Giorgi praised himself [not me, you or someone else]”

d.
*giorgi-mi tav-ii ø-a-k-o (simplex + a)
Giorgi-ERG self-NOM 3BNOM.SG-PRV-praise-3AERG.SG.AOR.INDIC

“Giorgi praised himself”

e. 
mam-iko-s i ø-u-xar-i-a, rom (locality)
father-DIM-DAT 3BDAT.SG-PRV-be.glad-TS-3ANOM.SG that

ana- ø j [tavis tav-s]*i/j kargad ø -u-vl-i-s

Ana-NOM 3REFL.POSS.SG self-DAT well 3BDAT.SG-PRV-take.care-TS-3ANOM.SG

Daddy he.is.glad.of.it that Ana self’s self well she.takes.care.of.her

“Daddy is glad that Ana takes care of herself/*him well”

Licensing need not involve a SELF-element:

Caxur: protection is effected by doubling, as in wuž wuž. The second element has the local case and the first element the case of the antecedent. Feature sharing is enough both to enforce a dependency, and to ensure it is local.

But: Languages need not carry their analyses on their sleeves ( each anaphoric system needs careful in-depth study 

Illustration: Masking

French-Dutch contrast 

(27)
a.
Jean est fier de lui/lui-même



Jean is proud of him/himself



b.
Jean est jaloux de *lui/lui-même



Jean is jealous of him/himself



c.
Jean bavarde avec *lui/lui-même




Jean mocks (of) him/himself



d.
Jean parle de lui/lui-même



Jean talks (of) him/himself

(28)
a.
Jan is trots op zichzelf/*zich



Jan is proud of himself



b.
Jan is jaloers op zichzelf/*zich




Jan is jealous of him/himself



c.
Jan spot met zichzelf/*zich




Jan mocks (of) him/himself



d.
Jan praat over zichzelf/*zich




Jan talks (of) him/himself

Dutch: V-P reanalysis

(29)
DP [V  [P pro]] ( ….[ V-P]… ( DP ((x ([V-P] x x))   

French: no V-P reanalysis:

(30)
DP [V  [P pro]] (  DP ( (x(V x [P x]))

(31)
a.
French:  no syntactic V-P dependency ( no licensing needed ( 





pragmatic effects  surface.



b.
Dutch: syntactic V-P dependency ( licensing required ( pragmatic 





effects are masked

· German sich is an example of almost successful masking: appears to be uniformly simplex, but in fact it has a stressable full DP and an unstressable clitic variant with different contributions to interpretation (Gast & Haas 2005): indicates reduction or full argument/protection

Gast and Haas (2005):  two uses of sich must be distinguished

· sich as a clitic

· sich with full pronominal structure (may bear stress, appear in PPs, etc. )

· Reciprocal interpretation can only be contributed by clitic sich. 

Illustrated by contrast in (i) (Gast and Haas 2005: (22)):

(i)
a. 
SICH konnten die Spieler nicht leiden, aber sie mochten den Trainer.

SE could the players not bear but they liked the coach

‘The players couldn’t bear themselves/*each other, but they liked the coach.’


b. 
Die Spieler konnten sich nicht leiden …. 

The players could not bear themselves/each other..

(ia):  sich is fronted – and stressed. Reciprocal reading pragmatically favoured, but not available.

No reciprocal in coordination: 

(ii) 
Erst lobten die Spieler SICH und dann die GEGNER.

first praised the players SE and then the opponents

‘The players first praised themselves/*each other and then their opponents.’

3.2. Condition A

The question: Why is reflexive-marking enforced?

(32)

John expected Mary to see him(*self)

Preliminaries:

Rational for reflexive licensing ( Reflexive licensing and binding requirements are independent

Evidenced by: 

Malayalam (Jayaseelan 1997):  

(33)
a. 
raamani tan-nei *(tanne) sneehikunnu

Raman  SE-acc     self   loves 

Raman loves him*(self)

b. 
raamani wicaariccu [penkuttikal tan-nei tanne sneehikkunnu enn@]

     
Raman thought       girls       SE-acc  self     love         Comp

'Raman thought that the girls love himself'

c.
*Ramani thought that the girls love himselfi
Peranakan Javanese (Cole, Hermon, Tjung, Sim & Kim, 2004)

(34) 
i. 
[Gurue Tonoj]i ketok dheen*i/j/k nggon kaca. 

teacher-3 Tono see 3sg in mirror

'Tono's teacher saw him/her in the mirror.'

ii.
Alij ngomong nek aku pikir [Tonoi ketok awake dheeni/j/k nggon kaca].

Ali N-say COMP 1sg think Tono see body-3 3sg in mirror

'Ali said that I thought that Tono saw himself/him in the mirror.'

Not surprising: Local binding is not an absolute requirement on self, even in English: 

(35)
a.
*Maxi expected the queen to invite himselfi for a drink

b.
Maxi expected the queen to invite Mary and himselfi for a drink

Note: 
From the morpho-syntactic representation in  (DP V  [Pronoun Morph]) it does not follow that Morph marks the predicate as reflexive. 

In understanding reflexivization the following questions arise:

i.
If the licenser enforces a reflexive interpretation of the predicate, how does it do so? 

ii.
Broad question: Is binding enforcement a type 3 or a type 2 effect?

Claim: SELF-anaphors mark the predicate they are a syntactic argument of as reflexive by covert movement of SELF to the predicate head (Reinhart and Reuland 1991, Reuland 2001):

(36)
a. 
DP .... [V] [DP PRON [ SELF]]

b.
DP .... [SELF V] [DP PRON [ e]]

Interpretation: SELF: (x (y (x=y)

(37)
a.
…. [V<y,x>  …. [ Pron [SELF<x,y> ]] ]

b.
…. [= <x,y>  & V<y,x> ]…. [ Pron (SELF) ]
· Head-Movement explains locality and the environments for exemption as in (35b).

· Adjunction ( interpretation by intersection

· Exempt positions: missing argument of SELF receives value from discourse

As in other cases of missing arguments, the value of the missing argument can be either supplied by syntactic computation, or by a suitable discourse – as long as internal syntactic requirements are met, which in this case they are.
  

What enforces movement onto the predicate head, i.e. what enforces reflexivity?
Claim: the following factors enter into enforcing reflexivity:

(38)
i. 
Interpreting semantically weak arguments


ii.
The predicate head attracts SELF (being a predicate operator)


iii.
Economy of encoding


Issues involved in the choice: 
Ad a) Would empirically work. It leaves open why self in exempt position can be interpreted, which would be resolved if relativized with respect to economy.

Issue: Differences in  obligation to reflexivize (see Malayalam, Peranakan Javanese) could be linked to differences in lexical content ( open research question

Ad b)
Two options:

i.
SELF is a predicate operator qua meaning as such

ii.
SELF is a predicate operator 
on the basis of an independent meaning component.


Dutch: 

· self favors a distributive reading of the predicate it is an argument of. 
· cannot be felicitously combined with an explicit distributive operator such as elk 'each', as in *?de politici bewonderden elk zichzelf  'the politicians admired each themselves'

· Would be captured by a Distr feature on the verb attracting a Distr feature on zelf 

Issues:

· Cross-linguistic or cross-anaphor variation (presence or absence of Distr feature on reflexivizer)

· Possible relation Distr feature and Eventhood ( picture nouns are not eventive ( no attraction of SELF.

· Variation across nominal constructions (Runner 2007)

Ad c) Simplest possibility. Needs the fewest assumptions: given that adjunction of self yields the syntactic encoding of a binding dependency, this encoding is preferred by economy over other interpretive options (note that it is compatible with self being an operator on the verb). The apparent clash between economy and interpretability in cases like *I hated himself follows from the fact that a "cancelled derivation"  (resulting from a feature clash) is still ranked in an economy evaluation (see Chomsky 1995).
Issue: How to  account for variation? 

Option: Economy is parasitic on availability 

· too much lexical content may block adjunction
· a triggering feature must be present for economy to work 
Conclusions: 

- Condition B: The requirement that reflexivity must be licensed requires no separate statement in the grammar. It is innate in the sense that it is enforced by properties of the space in which linguistic computations are carried out.

- Condition A: What is still open is the choice between mechanisms, not the availability of general mechanisms. The three mechanisms in (38) are all general ( the obligatoriness of "binding" can be mechanically derived from general principles of grammar with minimal assumptions about the lexical semantics of self. Locality follows from general properties of movement. 
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� One may conceive of "logical syntax" as an intermediate regimented representation of linguistic structure arising as a result of the translation/interpretation procedures applying to expressions of narrow syntax. Büring (2005) represents semantic binding by binder indices and index transfer. Note that his system indices are not represented in the syntax. His conception of indices is compatible with the inclusiveness condition. 


� A so-called lambda operator (λ) is used in a formal notation for the operation of creating a property from a sentence. The notation λx (green(x)) reflects that green is a property. Similarly, λx (John fed x's cat) reflects that we created an expression with one open position from the corresponding sentence.


� Covaluation is necessary to capture (i): 


(i)	Everyone thinks that he can hear him sing in the bathroom (BV he=/=him) 


� "Logical syntax"  is conceived of as a regimented representation of linguistic structure  arising as a result of the translation/interpretation procedures applying to expressions of narrow syntax providing the input for the inference system . 


� This is illustrated in (i), from Toldova (1996):


(i)	Rasulu-k'le 	žu-k'le-ža-r		wuž 		Glaže


	Rasul-AFF	self-AFF-EMPH-H	self-NOM	sees 


Here, Zu-k'le-Za-r wuZ is a complex reflexive of which the first part Zu-k'le-Za-r agrees in Case (AFF) with the antecedent Rasulu-k'le, and the second part wuZ carries the local Case (NOM). The spelling and glosses are as given by Toldova'.  


� To see this point compare the following two missing argument cases:


 (i)	a. The papers were extremely tough reading. The instructor's careful  examination took a long time.


	b. The papers were extremely tough reading. *The instructor carefully examined for a long time.


In both cases an argument is required (see Grimshaw 1990 for discussion of the obligatoriness of the argument in the a-case without a context). However in (ia) the requirement is "only" semantic, hence it is sufficient if an appropriate context can provide the value of the argument. In (ib) there is also a syntactic requirement, namely  some element must check the (uninterpretable) accusative Case feature of the verb. Hence,  the context cannot make up for the violation. 
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