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1. Lexical reflexivity: from valence reduction/bundling to other lexical operations

Licensing reflexive predicates:
(i. Protection)
ii. Valence reduction
The argument structure of reflexive predicates: an important component in any theory of reflexivization (recognized, but not further analyzed in Reinhart and Reuland 1993). 
starting point the theory of operations on argument structure that was presented in Reinhart (2002). 
Keenan (1988) and Chierchia (1989):  reflexivization as a process of valence reduction. 

Keenan: SELF is an operator that applies to a two-place predicate R (=a relation between atomic entities) and generates a one-place predicate over sets A of atomic entities, as in (1): 

(1)
a.
The girls admire themselves. 


b.
REFL:= (R. (A. (x(A  [R (x, x)] 

Not all types of reflexivization fall under the process in (25b). 

Claim: an operation similar to the one in (1b) – but NOT  involving SELF -  is in fact what underlies lexical reflexivization. ( Theta System (TS) (Reinhart 2002, Siloni (2002), Reinhart and Siloni 2005, Marelj 2004, Papangeli 2004, Vinokurova 2005) 
1.1.  The theta-system: the central system of concepts 
Preliminaries
-In order for lexical entries to be linked to positions in the syntactic structures generated by the computational system (CS), some of their properties must be accessible to CS (for instance, transitivity, unaccusativity, unergativity, etc.). 
- many properties of concepts are never relevant to the syntactic computation (whether an event is fascinating or boring, threatening or appealing, fast or slow, etc. never shows up in conditions on syntactic computations) 
( needed is a theory of what properties of concepts are visible to the syntactic computation, a theory that captures the interface between the conceptual system and the computational system. TS provides this.
Claim: Properties of abstract concepts need to be formally coded in order to be legible to CS.
 TS, then, comprises a system for formally encoding the information about abstract concepts the computational system – and the inference system - require. 
TS has Lexical entries (i.e. particular coded concepts), operations on entries, and merging instructions, specifying how a particular coded concept can be linked to the syntactic structure.
Provided in the form of theta-roles: formally coded as clusters defined in terms of two binary features:  [+c] (cause change), [+m] (mental state). 
[/+c] ( the role is perceived as a sufficient condition (Shen 1985). 
[/-c]  ( the argument is identified as not being the cause. 

Without the c-feature the causal status of the argument is (linguistically) undetermined 
(which does not imply that the argument cannot be a cause).
[/+m] ( the mental state of the participant in the relation ‘motivate’, entails animacy. 
[/-m] ( the participant is not in the mental state, but does not entail in-animacy. 
A cluster need not be specified for (all) features, allowing as a limiting case an unspecified cluster ( nine feature clusters.
(2) Clusters

(1) 
[+c+m] 
Agent

(2) 
[+c-m] 
Instrument

(3)
[-c+m] 
Experiencer

(4) 
[-c-m] 

Theme

(5) 
[+c] 

Cause

(6) 
[-c] 

Recipient Goal/Benefactor

(7)
[-m] 

Subject Matter/Source

(8) 
[+m] 

Sentient

(9)
[-]

Arb in middles 

The linguistic properties of Verbs (i.e. n-place predicates) are encoded in terms of these feature clusters, which are  visible to both the syntax and the semantics. Consider (3):

(3)
a.
The mistake angered John


b.
John ate an apple

Coding of anger: causation is expressed on the first argument, mental involvement on the second argument ( ([+c], [-c+m]). 
Coding of eat: the first argument – being an agent - expresses both causation and mental involvement; the second argument expresses neither ( ([+c+m]. [-c-m]). 
Empirical claim:  what is readable to the CS coincides with the coding in the c- and m-dimensions  
Reinhart proposes an explicit notation to generalize over feature clusters and their properties, which, for ease of reference, I give in (4) :  

(4)
Notation

[α] 
= Feature cluster α.

/α 
= Feature (and value) α. (E.g. the feature /+m occurs in the clusters [+c+m], [-c+m], and [+m])

[/α] 
= A cluster one of whose features is /α. (E.g. [/-c] clusters are [-c+m], [-c-m]
and [-c].)

[+] 
= A cluster all of whose features have the value +.

[-] 
= A cluster all of whose features have the value -.

The coding of a verb's thematic properties determines how it is linked to the syntactic structure ( linking rules: 
(5)
Marking procedures 


Given an n-place verb-entry, n>1,


a.
Mark a [-] cluster with index 2. 


b.
Mark a [+] cluster with index 1.

c. 
If the entry includes both a [+] cluster and a fully specified [/α, /-c], mark the verb

with the ACC feature.
 

(6)
Merging instructions.


a.
When nothing rules this out, merge an argument externally.


b.
An argument realizing a cluster marked 2 merges internally; an argument with a cluster marked 1 merges externally.
Sample derivation:

(7) 
Transitive Derivations

a. 
Max ate an apple.

b. 
Base entry: 
eat ([+c+m], [-c-m])

c. 
Marking: 
eatacc ([+c+m]1, [-c-m]2)

d. 
Merging: By (6b), ([+c+m]1) merges externally, ([-c-m]2 merges internally
Important characteristic: the active lexicon: 

· provides a principled perspective on lexical reflexivity 
· acknowledges the existence of operations that take place on verbal concepts in the lexicon "before" their insertion into syntactic structure

· expresses the relatedness between verb forms by rules applying to their argument structure.  
Core principle of TS: 

(8) 
Lexicon Uniformity Hypothesis (LUH)
Each verb-concept corresponds to one lexical entry with one thematic structure. The
various thematic forms of a given verb are derived by lexicon operations from one
thematic structure.

Such lexical operations may affect the arity of a verbal concept. 
Consider (9)-(11): 

(9)
a.
Peter melted the ice.

b.
The ice melted.

(10)
a.
Peter opened the door


b.
The door opened

(11)
a.
The news worried *(John)


b.
John worried (about the news)

The unaccusative in (9b) is related to the basic transitive form in (9a). (10a) is related to (10b), (11a) to (11b).

Three types of arity changing operations in TS: i. Valence reduction, ii. Saturation and iii. Entry-changing operations.

· They all apply on verbal concepts with feature clusters (subject to specific conditions): - valence reduction can apply only in a two-(or more)-place entry one of whose roles is external (a [+] cluster), etc.

Valence reduction: reduction of the internal role or the external role. 
Internal role reduction: lexical reflexivization. 
· no internal argument can be projected. 
Examples: English wash and shave and their cognates in other languages. 

Are listed in the lexicon with two entries, a true transitive entry – requiring SELF-marking if used reflexively-  and an inherently reflexive entry – requiring no special marking. 
Previously: stipulative (despite empirical justification)

TS( existence of reduced and non-reduced entries expected

· Semantic effect: theta-role that would otherwise go to the internal argument is bundled with the theta-role for the external argument ( a composite theta-role. 
(12)
Internal Reduction/Bundling: 

a.
Vacc (θ1, θ2) ( Rs(V) (θ1,2) (where θ1,2 – also written as [θ1 - θ2] - stands for the

bundling of θ1 and θ2
b.
Rs (V)(θ1,2) (( θ1,2 (λx (V (x,x)))

c.
shaveacc([+c+m]1,[-c-m]2: Lucie shaved him.

d.
Rs(shave)([+c+m]-[-c-m]1): Max shaved.

Marking procedures: 
transitive shave ( ACC  




reduced shaved ( -ACC (Case requirement affected)

External role reduction ( open, worry, see 10, 11):

(13) 
Expletivization: Reduction of an external [+c] role (semantically null function)

a. 
Vacc (θ 1[+c], θ2) (  Re V(θ2)

b. 
Re(V) (θ2) = V(θ2)

c.
openacc ([+c], [-c-m]  ( Re(open)[-c-m]

d.
worryacc ([+c], [-c+m] ( Re(worry)[-c+m]

Saturation: ‘variable binding'. 
· Binding by existential or generic operator
· Once saturation has applied the corresponding theta-role is unavailable for syntactic purposes, but it is still semantically active. 
· Canonical example: passivization (saturation existentially closes the external argument of a verb).
(14)
a.
wash (θ1, θ2) 

b.
Ex (wash (x, θ2 ))

Max was washed  (( Ex (x washed Max) 

NB: reduction and saturation are exclusive. Only one of them can apply to a lexical entry.

· Operations leading to bundling or saturation of theta-roles can take place not only in the lexicon but also in syntax. 

· They change the way in which concepts are lexically and syntactically realized, but not the concepts themselves.

Entry-Changing Operations
· There exist lexical elements whose relatedness requires rules that affect theta-clusters - and hence the conceptual structure underlying them -  in a deeper way: 
(15)
a.
The dog walked

b.
Mary walked the dog.

(16) 
a.
The horse jumped

b.
The rider jumped the horse over the fence
The dog in the dog walked is a sufficient causal condition, but not in Mary walked the dog ( in changing the verbal concept of walk of (15a) into that of walk in (15b), two processes must apply: decausativize as in (17a) followed by agentivize as in (17b):

(17) 
Lexical Causativization
a. 
Decauzativize: Change a /+c feature to a /-c feature.

walk: ([+c+m]) ( walk: ([-c+m])

b. 
Agentivize: Add an agent role.

walk: ([-c+m]) ( walk: ([+c+m], [-c+m])

This process adds a role and one of the clusters undergoes a change in content: 

· [+c+m] (  [-c+m]. 

NB: no such change is implied in syntactic causativization as in Mary let the dog walk, or Mary made the dog walk. 
Fundamental difference:  Role changing operations can only take place in the lexicon:
(18)

The Lexicon Interface Guideline 




The syntactic component cannot manipulate θ-grids: Elimination, modification or addition of a θ-role are illicit in syntax
Similar in middle formation (Marelj 2004: 222):
(19)
a.
Cindy read the book


b.
The book read easily

(20)
a.
Cindy las het boek (Dutch)


b.
Het boek las gemakkelijk
(21)
Core Properties of Middles:

a.
Middles are characterizing - generic statements (i.e. ascribing properties to entities, involving quasi-universal reading, typically with a modal flavor of capability or potentiality).

b. 
The external role of middles is not linked in the syntax, but it is always present in the semantics and interpreted as ARB with +human flavor.
Middle formation is also an entry changing operation, as in (22):

(22) 
Lexical Middle Formation (LMF)

Target a verbal entry with a [/+c] role and delete the content of the [/+c] cluster.

(23) 
base-read: ([+c+m], [-c-m]) ( LMF ( middle-read: ([ ], [-c-m])

· Deleting the content of the [+c+m] cluster ( the empty cluster [] ( the [] cluster cannot be merged ( will be saturated by a generic operator and be valued ARB. 

· The [-c-m] argument will be merged externally ( unergative character of the construction. 

Further difference between operations that do and don't change roles, the former apply before marking – specifically, before the ACC feature is assigned – the latter apply after marking.  

(24)
a.
Saturation and reduction apply to the marked entry.


b.
Role changing operations apply before marking 

( LMF applies before the marking instructions

( Difference in the status of ACCCase in middles versus reflexives. 
· Middle formation applies to an entry without an ACC Case feature. 
· Internal role reduction – as in reflexives - applies to an entry that has an ACC Case feature. 
· in middles no ACC need be eliminated

· in reflexives ACC may have to be eliminated

· ( source for cross-linguistic variation, and a restriction on it.

Languages are expected that show: 
· no ACC marking in either middles or reflexives – if ACC elimination in the latter is exhaustive 

· no ACC marking in middles, but an ACC residue in reflexives

· no languages that have no ACC residue in reflexives, but that do have an ACC residue in middles. 
· Dutch: shows an ACC residue in reflexives, but no ACC residue in middles 

· The reverse has not been observed.  

English and Dutch: middle formation is without any morphological marking

Romance and Slavic languages:  counterparts of English and Dutch middles are marked with clitics. 
Marelj (2004): Italian and Serbo-Croation  presents an extensive discussion of this type of middle formation.

(25) 
a.
Questo tavolino si trasporta facilmente.

this table SI transports easily

‘This table transports easily.’

b.
 Mrlje od crnog vina se ne skidaju.

Smudges from black wine SE not clean

‘Red wine stains do not clean.’
Question: why is in these languages a clitic used in middle formation? 


Reinhart (2002): arity operations may apply in the lexicon or in the syntax:

(26)
The Lex-Syn Parameter (Reinhart and Siloni 2005)
UG allows thematic arity operations to apply in the lexicon or in the syntax
· Romance and Slavic clitic languages: parameter set to syntax. 
· Dutch, English, and Scandinavian: a lexicon setting. 
Prediction: 

In lexicon languages arity operation can feed lexical operations such as nominalization, but not in syntax languages. 
· Given the Lexicon Interface Guideline, arity operations on the syntax side cannot be role changing. 

· In a lexicon language an arity operation cannot affect a structure that only arises as the result of a syntactic operation.

Marelj: lexicon syntax parameter accounts for a number of contrasts in the properties of middles. 
· Clitics:  In syntax languages middle formation does not apply in the lexicon ( it applies to the marked entry (a verb marked with ACC) ( the clitic has to be there to check the ACC feature on the verb.

· Syntactic middle formation ( cannot involve deletion of the content of a cluster. 

· Involves a saturation process much like in passives.  Passives have saturation by  by an existential operation, middles saturation by a generic (GEN) operator. 
· Middles in syntax language have no []-cluster ( contrast:  Middles in lexicon languages cannot be coerced to receive an episodic interpretation, in syntax languages the corresponding forms can (Marelj 2004: 233-236):
(27)
a.
This dress buttons


b.
*This dress is buttoning today

(28)
Tristram Šendi se (upravo) čita.

Tristram Shandy SE (at the moment) reads

‘(At the moment), Tristram Shandy is being read.’
Lexical processes: subject to idiosyncratic restrictions

Syntactic processes: fully productive. 
These expectations are borne out. 

· Lexicon languages: only verbs with a [/+c] role on their grid are visible to the lexicon middle formation operation. This restriction does not apply in SC, French, or Italian:
· Just like [/+c] verbs, [/+m] verbs, such as love, hate, see form felicitous middles
(29)
a. 
i.  Dobra deca se lako vole. 

   
ii*Nice children love easily.

b.
i.  Les ennemis cruels se détestent facilement.

ii *Cruel enemies hate easily.

c.
i. La luce gialla ha il vantaggio di vedersi bene anche nella nebia più fitta.
(Cinque 1988).

ii. *Yellow lights have the advantage of seeing even in the thickest of fog
The syntax lexicon parameter ( contrast in ECM constructions between French and SC versus English and Dutch: 
(30) 
a.
Ces maisons peuvent se croire belles facilement seulement avec

beaucoup de bonne volontè.

These houses can SE think beautiful easily only with lots of

good will.

b.
Nerazradjena ideja se teško smatra dobrom.

Un-worked idea SE with difficulty consider good.

‘It is difficult to consider an idea that is not worked out good’.

(31) 
a.
*John considers stupid easily.


b.
*Dergelijke ideeën beschouwen gemakkelijk als niet goed uitgewerkt


Such ideas easily consider as not sufficiently worked out

- Syntax languages: No intrinsic prohibition against applying saturation by GEN, and case checking by a clitic to expressions that have been formed syntactically ( nothing prevents a middle type interpretation to be assigned by affecting roles on two different predicate members of the ECM constructions in (30).

- Lexicon language middle formation can only feed syntax ( (31) cannot be formed.

Reflexivization: also subject to Lex-Syn parameter.

· Dutch and English: lexical reflexives form a restricted class:
(32)
a.
John shaved


b.
*John defended


c.
*John hated

( the process deriving the reduced shave from transitive shave should be prevented from applying to defend or hate. 
· First approximation: the class of verb in English allowing reduction is that of grooming verbs (so far no characterization this class in terms of a restriction on theta-clusters has been found) ( to be encoded as a lexical idiosyncrasy. 

Dutch:  the class of lexical reflexives should coincide with the zich-class: 

(33)
a.
Jan scheerde zich(zelf)/*scheerde


b.
Jan verdedigde zich(zelf)/*verdedigde


c.
Jan haatte zich*(zelf)/*haatte

( Why we have zich at all? 
· the contrast between English and Dutch indicates that the effect of reducing the internal argument on the verb's Case feature may differ. 
· In Dutch, unlike in English reduction leaves a residual Case. This Case residue is then checked by zich
Claim: Languages vary as to whether valence reduction also eliminates the accusative (e.g. English, Hebrew), or leaves a Case residue that still has to be checked (e.g. Dutch, Frisian, Icelandic, Norwegian). 

Question: How is this possible? 

· TS takes a componential approach to Case, modeled on partitive case (Belletti 1988), and quirky Case in Icelandic (by various authors including Andrews 1976, Sigurđsson 1992). 

· Illustration: compare (34a) and (34b), where Vfin requires a quirky subject. If the same clause is embedded as an infinitive under a control verb as in (34b), the "quirky argument" is realized as PRO ( Vfin does not so much assign/check case as well as license it. (34c) ( a matrix ECM verb that standardly "assigns/checks" accusative, licenses not an accusative, but the quirky case in the downstairs clause:

(34)
a.
… Vmatr  [CP [ DPQ  Vfin  …..]]

b.
… Vcontr  [CP [ DPQ=PRO ađ [Vinf ….]]]

c,
… VECM  [ DPQ ađ [Vinf ….]]

Claim: ACC case checking involves two components: 

· a case that reflects theta-assignment – thematic accusative case, akin to the quirky, verb-determined cases 

· and a structural case licensing component, associated with the functional structure of the verb – specifically v* and the T-system (as in Marantz 1991/2000) . 

Internal theta-role reduction ( no theta-role is linked to an object argument ( whatever element is in the object position, there is no thematic accusative case it can check.
 

· It does not follow from the absence of thematic accusative that structural accusative is lacking. ( In a class of languages (including Dutch, Frisian, Icelandic, Norwegian), the structural accusative is still there, and has to be checked. ( (35a) meaning (35b) is impossible in Dutch:

(35)
a.
Jan waste



Jan washed (something else)

b.
Jan waste zich


Jan washed

Dutch: zich may check and eliminate the structural Case residue. 

Hebrew: with the reduction of the internal argument, not only thematic case, but also structural case is reduced ( no object is present. 

Such elements checking residual Case may be expected to occur in a variety of lexicon languages.   

Conditions on reduction

In Dutch - as in English -  reduction must be prevented from applying to hate-type verbs. 
· Reinhart and Siloni  (2005): cross-linguistically the set of verbs in Lexicon Languages that allow bundling is limited to a subset of the Agent-Theme verbs. They leave open why. 

NB: In a lexicon language it is always possible to encode whether or not bundling may apply as a lexical property. But:


· Lemmen (2005): extensive survey of Dutch verbs (  more regularity initially suspected. 
· The Dutch agent-theme verbs that do not allow bundling reflect an independent lexical condition, namely conceptual coherence.

For illustration of Incoherence, compare (36a) and (36b):
(36)
a.
*John reed zich aan (entirely impossible)


John crashed into SE 


b.
John reed zichzelf aan (strange)



John crashed into himself

(36b) involves ascribing identity but not bundling.

· It either denotes an impossible event – not to be blocked by linguistic means, as language is able to describe hallucinations and other impossible states of affairs, or 

· it can be interpreted by giving the anaphor a 'statue reading' (independently available for zichzelf, but not for zich) 

Different for the zich-case: bundling is a lexical operation - applying it here would give rise to an impossible/incoherent concept. 

Claim:  

· Although language has the means to express impossible events and situations, it cannot form incoherent concepts. 

· Only the linguistic computation can combine elements in such a way that potential incoherence results ( a lexicon operation is constrained by a ban on incoherence, a syntax operation is not. 

· The upshot: all proper [+c+m], [-c-m]-verbs allow bundling, unless the ban on lexical incoherence forbids this. 

Why is bundling restricted to verbs of this class?  That is, why don't we have lexical bundling with [+m], [-c-m]-verbs like hate? 


Suggestion: Effect of IDI

· Easy bundling takes place where the feature specifications of the clusters are maximally distinct and bundling causes no interference between values.  


With hate-type verbs the theta-clusters are non-distinct on the c-value.
Romance and SC:  syntactic middles, and also a syntactic arity operation for reflexives. 
· Trigger: the reflexive clitic. 
Definition (slightly varying Reinhart and Siloni (2005: 404):

(37)
Reflexivization in syntax

a.
Case: Case is reduced by the appropriate morphology (such as the



clitic se)

b.
Bundling: Operation c. applies to unassigned θ-roles upon merger of the


argument for the external θ-role.

c.
[θi] [θj]
 ( [θi - θj], where θi is an external θ-role
Prediction: Systematic differences between lexicon languages and syntax languages. 
R&S:409:  
reflexive nominalizations in lexicon languages – Hebrew hitraxcut  'self-


washing' - but not in syntax languages; 


agent nominals: allow reflexive interpretation in English (Jean is an elegant 

dresser), but not in French (Jean est un excellent habillleur is only possible as 

a dresser of others). 
The lexical restrictions found on reflexives with zich in Dutch are not matched by similar restrictions in syntax languages, as in (38):

(38)
French


a. 
Jean se lave



Jean washes himself


b.
Jean se défend



Jean defends himself


c.
Jean s'aime (R&S:410)



Jean loves himself


d.
Jean se dessine (R&S:410)



Jean draws himself
Theoretical issue: TS goes against Distributed Morphology, which subsumes all lexical operations under syntax  (Halle and Marantz 1993, Marantz 1997, Borer 2003, 2005). Vinokurova (2005) contains important further arguments to the effect that a distinction between pre-syntactic and syntactic operations must be made, including an argument against the bare root theory based on asymmetries in nominalization versus verbalization in Sakha.

� Prima facie it would seem that the conceptual structure –as such not visible to the CS – has a similar status as the encyclopedia in approaches such as distributive morphology – DM - (Marantz 1997,  Borer 2003, 2005). It seems that there is one important difference, though. Concepts in TS do not just represent facts about the world, but reflect mental principles underlying the way we organize and conceptualize the world. Thus conceived, the conceptual system in TS is in one dimension more restrictive, in another dimension more comprehensive than the encyclopedia  in DM.  


� Note again, that it is immaterial whether structural accusative Case is here as a basic property of such verbs, or is encoded by requiring the presence of an appropriate segment of a verb in the form of "little  v", which then represents the case requirement, see footnote 15.    


� As noted in Marelj (2004) the generalization in (5c) straightforwardly captures the fact – discussed in Pesetsky (1982) - that verbs like ask and wonder differ in their Case properties, witness the contrast between John asked the time and *John wondered the time. As Marelj shows, ask is encoded as ([+c+m], [-c-m]), wonder as ([+m], [-m]). Hence ask meets the requirement for assigning ACC, wonder does not. 


� The notion of external merge is neutral to the issue how precisely the notion of externality is syntactically realized.   


� Formally such middles employ the same tools as passives. However, as Marelj shows in a very careful analysis, passive and middle uses can be successfully distinguished.    





� This property is illustrated in (i)-(iii) from Schütze (1993):


(i)	Mér líkar við hann.


I(D) like him(N)


(ii)	María telur mér/*mig líka við hann.


Mary believes me(D)/*me(A) to-like him(N) (Thráinsson 1979: 352)


(iii)	Mér er talið líka við hann.


me(D) is believed to-like him(N) (Thráinsson cited in Schütze 1993)


� Note, that there is a distinction between thematic Case, which is directly associated with the thematic structure of a verb, and inherent Case. So-called free datives such as my in Frisian it reint my te folle 'it rains me too much' crucially express a much looser connection between my and the predication than in indirect objects, and also looser than in it rains too much for me. My does not bear a role in the predicate's argument structure. Yet it has Case. This is what typically instantiates inherent Case. 


� R&S fn. 17: Not all syntax languages are as free as French in allowing reflexivization with experiencer verbs. Greek and Serbo-Croation, and also Italian, are more limited in this respect. 
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